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Abstract

Under a Mundlak-type correlated random effect (CRE) specification, we first show that the average likelihood of a parametric nonlinear panel data model is the convolution of the conditional distribution of the model and the distribution of the unobserved heterogeneity. Hence, the distribution of the unobserved heterogeneity can be recovered by means of Fourier transformation without imposing a distributional assumption on the CRE specification. We then construct a semi-parametric family of average likelihood functions of observables by combining the conditional distribution of the model and the recovered distribution of the unobserved heterogeneity, and show that the parameters in the nonlinear panel data model and in the CRE specification are identified. Based on the identification result, we propose a sieve maximum likelihood estimator. Compared with the conventional parametric CRE approaches, the advantage of our method is that it is not subject to misspecification on the distribution of CRE. Furthermore, we show that average partial effects are identifiable and extend our results to dynamic nonlinear panel data models. We investigate the finite sample properties of the proposed estimator through a Monte Carlo study.

Keywords: Nonlinear panel data models, Semi-parametric identification, Average partial effects, Sieve maximum likelihood estimator

*Helpful comments by Arthur Lewbel, and Matthew Shum are acknowledged. We also thank the editors, and two anonymous referees for useful comments. The authors are solely responsible for any remaining errors. Yu-Chin Hsu gratefully acknowledges research support from the Ministry of Science and Technology of Taiwan (MOST107-2410-H-001-034-MY3) and Career Development Award of Academia Sinica, Taiwan.
†Institute of Economics, Academia Sinica; Department of Finance, National Central University; Department of Economics, National Chengchi University. Email: ychsu@econ.sinica.edu.tw.
‡Institute for Economic and Social Research, Jinan University. Email: jishiu.econ@gmail.com.
1. Introduction

How to model unobserved heterogeneity across individuals when the time dimension is fixed is one of the challenges in the panel data literature. In particular, there is a fundamental difference between linear and nonlinear models. For linear panel data models with additive unobserved heterogeneity, under the fixed-effects formulation, one can apply within transformation to eliminate the unobserved effects and consistent estimators can be obtained by generalized method of moments methods without specifying the distribution of the unobserved heterogeneity. We refer to Baltagi (2008), Wooldridge (2010), and Hsiao (2015) for more complete literature reviews. In nonlinear models, it is not clear how to remove the unobserved heterogeneity\(^1\) and Bonhomme (2012) provides a systematic functional differencing approach to construct moment restrictions on common parameters that are free from the individual fixed effects\(^2\). Other than this, there are two main approaches in the literature. One is to treat the unobserved heterogeneity of each individual as a fixed parameter (fixed effect) and the other is to treat it as a random variable (random effect). However, the resulting identification and estimation strategies of these two approaches are very different.

For the fixed effect approach, the number of parameters increases at the same rate as the sample size so an incidental parameter problem often arises and a standard maximum likelihood estimator is in general biased. For example, Honoré and Kyriazidou (2000) generalize the conditional maximum likelihood approaches of Andersen (1970) and Rasch (1993) to estimate the parameters of dynamic discrete choice logit models with strictly exogenous explanatory variables\(^3\). Chamberlain (2010) considers the identification of binary response models when the time dimension is fixed and the distribution of individual effects is unrestricted. He shows that identification is only possible in the logistic case\(^4\).

On the other hand, for the random effects approach, one would first specify the conditional


\(^2\) The method of Bonhomme (2012) mainly applies to likelihood models with continuous dependent variables.

\(^3\) Honoré and Lewbel (2002) provide a set of conditions for identification of the parameters of a binary choice model allowing for general predetermined explanatory variables and propose a root-n consistent GMM estimator to estimate the parameters.

\(^4\) As discussed in Arellano and Bonhomme (2011), the identification problem is related to situations where the information of outcomes is not enough to identify the unobserved heterogeneity. In the binary response model, the support of outcomes is less rich than the support of the unobserved heterogeneity.
distribution of a parametric nonlinear panel data model, i.e., a parametric conditional distribution of the dependent variable, $Y_t$, conditional on a vector of time-varying explanatory variables, $X_t$, and an individual unobserved heterogeneity, $C$:

$$f_{Y_t|X_t,C}(y_t|x_t,c;\theta), \text{ for all } t = 1,\ldots,T,$$

where $y_t$, $x_t$ and $c$ are points in the supports of $Y_t$, $X_t$ and $C$, respectively, and $\theta$ is a vector of unknown parameters to be estimated. In the second step of a conventional parametric random effects approach, one can complete the model by specifying the statistical relationship between the unobserved heterogeneity and the observed covariates. To be specific, denote $X = (X_1,\ldots,X_T)$ as a vector of explanatory variables in all periods and $f_{C|X}(c|x;\beta)$ as the parametric distribution of $C$ conditional on the explanatory variables $X$. An average likelihood of $Y$ given $X$ can then be constructed as follows:

$$f_{Y|X}(y|x;\theta,\beta) = \int \left( \prod_{t=1}^{T} f_{Y_t|X_t,C}(y_t|x_t,c;\theta) \right) f_{C|X}(c|x;\beta) dc.$$

The average likelihood in Eq. (2) is fully parametric in that it depends on a finite number of parameters, and the estimation and inference are possible under a standard maximum likelihood estimation (MLE) framework. For example, Wooldridge (2005) handles the initial conditions problem of a dynamic panel data problem by specifying the conditional distribution of the unobserved heterogeneity to be normally distributed with a mean which is a linear combination of the initial value and exogenous explanatory variables. Alvarez and Arellano (2003) use a similar specification for models with large time and cross-sectional dimensions. Arellano and Bonhomme (2009) focus on estimators that maximize an average likelihood that assigns weights to different values of the unobserved heterogeneity. They provide a characterization of the class of weights that produce first-order unbiased estimators.

The disadvantage of the parametric random effects approach is that the misspecification of $f_{C|X}(c|x;\beta)$ would generally result in inconsistent estimates. To avoid this, one can alternatively characterize the identified set of the true parameter, but one would lose point-identification of the parameters. For example, Honoré and Tamer (2006) relax the distributional assump-

---

5 See detailed discussion in Hsiao (2015).
tion of the initial condition and calculate bounds on parameters in panel dynamic discrete choice models. Chernozhukov, Fernández-Val, Hahn, and Newey (2013) show that bounds for marginal effects in nonlinear panel models can be tightened rapidly as the number of time series observations grows. As a result, a general method not subject to the distribution misspecification of the average likelihood in Eq. (2) for fixed $T$ that also retains point-identification of the parameters remains intangible.

To fill this gap in the literature, we provide a correlated random effects (CRE) approach in which it is not necessary to fully specify the conditional distributions of the unobserved heterogeneity. Our approach is internally consistent with the parametric nonlinear panel data models in Eq. (1) and we can retain point-identification of the parameters. To be specific, let $\bar{W}$ be a vector of time-invariant observed variables. We consider a Mundlak-type specification such that $C = \lambda \bar{W} + V$, so Eq. (2) can be written as

$$f(y|x, \bar{w}; \theta, \lambda) = \int \left( \prod_{t=1}^{T} f_{Y_t|X_t, C = C(y_t|x_t, c; \theta)} \right) f_V(c - \bar{w}\lambda) dc.$$  

(3)

Therefore, the average likelihood is the convolution of the conditional distribution of the parametric nonlinear panel data models and that of the unobserved heterogeneity. The Fourier transform of the conditional distribution of the unobserved heterogeneity can be obtained by the quotient of two Fourier transforms of the density of observables and that of the parametric panel data model evaluated at the true parameter. Next, we extend the relation of the Fourier transform to parameters other than the true parameter and apply the Fourier inversion formula to the extended Fourier transform to devise a parametric distribution of the unobserved heterogeneity conditional on exogenous variables. Combining the parametric nonlinear panel data model, Mundlak-type specification and the recovered distribution of the unobserved heterogeneity, we can construct a correctly specified semi-parametric average likelihood of observables in that it is equal to the density of observables when evaluated at the true parameter, $(\theta_0, \lambda_0)$. We regard the specification as a data-driven one because the distribution of the unobserved heterogeneity is recovered from the parametric nonlinear panel data model and the density of observables.

---

6Section 3.3 of Arellano and Bonhomme (2011) provides detailed discussion.
7Our (3) is similar to Wooldridge (2005) except that we require that $C = \lambda \bar{W} + V$. 
We then show that its parameter vector is identifiable by the negative definiteness of the information matrix, a standard maximum likelihood condition. Based on the identification result, a sieve maximum likelihood (henceforth sieve ML) estimator of the parameters, \( (\theta_0, \lambda_0) \), is proposed, and it is consistent and asymptotically normal. Furthermore, we propose a Hausman-type test to test the distributional assumption in the conventional parametric random effects approach. We also show that the average partial effects can be identified and then extend our method to dynamic nonlinear models.

The key insight of our approach is to utilize the information of the observed time-invariant variable as a source of identification for a time-invariant structure of heterogeneity. Similar connections are also considered in [Honoré and Lewbel (2002), Hu and Shum (2012), and Shiu and Hu (2013)]. Among them, Shiu and Hu (2013) use the spectral decomposition of linear operators related to observable and unobservable conditional densities and provide nonparametric identification of nonlinear dynamic panel data models. This method relies on the assumption that the dynamic process of the future covariates are independent of the current and lagged dependent variables conditional on the current observed and unobserved covariates. Our identification strategy is also related to the literature on nonparametric deconvolution including the measurement error models (see Schennach (2004); Schennach (2007); Hu and Ridder (2010); Hu and Ridder (2012)), and panel data models (see Evdokimov (2011); Arellano and Bonhomme (2012)), etc. Among them, Evdokimov (2011) establishes nonparametric identification of a panel data model with nonadditive unobserved heterogeneity and develops a nonparametric estimation procedure. Arellano and Bonhomme (2012) consider random coefficients panel data models where the coefficients can be arbitrarily correlated with the covariates and obtained identification of the density of individual effects.

Similar extensions to the Mundlak assumption are considered in regression function models in which the dependent variable is specified as a function of the covariates including Gayle and Viauroux (2007), Gayle (2013), Gayle and Namoro (2013), and Chen, Si, Zhang, and Zhou (2017). Specifically, Gayle (2013) investigates identification and root-n-consistent estimation of a class of linear-single-index panel data models in which the regression function is unknown, the individual effect \( C \) depends on \( \bar{W} \) in an unknown way, and the distribution of \( V \) is also unknown. Compared with Gayle (2013) and Gayle and Namoro (2013), we do not require the
linear-single-index specification and we also provide an identification result of average partial
effects.

The rest of the paper is organized as follows. In Section 2, we present the identification
results of an internally consistent likelihood function. In Section 3, we propose a sieve ML es-
timator. Section 4 provides a specification test for a parametric specification of the CRE model,
an extension of the proposed method to dynamic nonlinear panel data models and identification
results of partial effects. In Section 5, the finite-sample properties of the sieve ML estimator
are investigated via Monte Carlo simulations. Section 6 concludes. Technical proofs of results
are in the Appendix.

2. Identification

For \( t = 1, \ldots, T \), let \( Y_t \) denote the dependent variable of interest and \( X_t \) denote a \( K \)-dimensional
vector of possibly time-varying explanatory variables with supports \( Y_t \) and \( X_t \), respectively. Let \( Y = Y_1 \times \cdots \times Y_T \), and \( X = X_1 \times \cdots \times X_T \). Also, let \( C \) denote an individual unobserved
heterogeneity \( C \) with support \( C \). Consider the following parametric panel data model:

\[
f_{Y_t|X_t,C}(y_t|x_t,c;\theta), \text{ for all } t = 1, \ldots, T,\tag{4}
\]

where \( y_t \in Y_t \), \( x_t \in X_t \) and \( c \in C \). Also, \( \theta \in \Theta \) is a vector of parameters which specifies the
structure of the model and \( \Theta \) is the parameter space.

The panel data model in Eq. (4) may be derived from a more primitive econometric model.
Suppose \( m(x, c; \theta) \) is a known parametric function. Consider the following binary-choice model:

\[
Y_t = 1(m(X_t, C; \theta) + \epsilon_t \geq 0), \text{ for all } t = 1, \ldots, T, \tag{5}
\]

where \( 1(\cdot) \) is the indicator function, and \( \epsilon_t \) is independent of \( X \) with a known time-specific
distribution function \( F_{\epsilon_t} \). Its corresponding conditional distribution is:

\[
f_{Y_t|X_t,C}(y_t|x_t,c;\theta) = \left(1 - F_{\epsilon_t}[m(x_t,c;\theta)]\right)^{y_t} F_{\epsilon_t}[m(x_t,c;\theta)]^{1-y_t}. \tag{6}
\]

This parametric specification contains nonlinear terms of \((x_t, c)\) and includes the linear single-
index binary-choice model considered in the literature.

Another example is the panel data Poisson model, which can also be written as the functional form \( f_{Y_t|X_t,c} \). Consider

\[
    f_{Y_t|X_t,c}(y_t|x_t,c;\theta) = \frac{\exp(-m(x_t,c;\theta))m(x_t,c;\theta)^{y_t}}{y_t!} \quad \text{with} \quad y_t = 0,1,\ldots
\]

where \( m(x_t,c;\theta) = \mathbb{E}(Y_t|x_t,c) \) is a parametric mean function. Therefore, the identification result of the panel data model in Eq. (4) developed below is general and can be applied to many types of parametric nonlinear panel data models.

### 2.1. Assumptions and Results

We make assumptions for identification in this section. We first assume that the model in Eq. (4) is correctly specified.

**Assumption 2.1.** Assume that (i) for \( t = 1, \ldots, T \), the density \( f_{Y_t|X_t,c}(y_t|x_t,c;\theta) \) is known up to a vector of parameters and is uniformly bounded above for all \( y_t \in \mathcal{Y}_t, x_t \in \mathcal{X}_t, c \in \mathcal{C} \) and \( \theta \in \Theta \); (ii) there exists a unique vector of parameters \( \theta_0 \in \Theta \) such that \( f_{Y_t|X_t,c}(y_t|x_t,c;\theta_0) \) is equal to the population density function, \( f_{Y_t|X_t,c}(y_t|x_t,c) \); (iii) the parameter space, \( \Theta \), is a compact subset of \( \mathbb{R}^d_\theta \).

In order to control the possible correlation between \( X_t \) and \( C \), we use a correlated random effects (CRE) condition to model the conditional mean of the unobserved effect as a linear function of the time average of some explanatory variables in \( X_t \). Let \( \bar{W} \) be a \( K_1 \times 1 \) vector of time-invariant observed variables with support \( \bar{W} \equiv \bar{W}_1 \times \cdots \times \bar{W}_{K_1} \) that is not included in \( X_t \). Alternatively, we can have \( \bar{W} = \frac{1}{T+1} \sum_{t=0}^{T}(X_{t1},\ldots,X_{tK_1}) = (\bar{X}_1,\ldots,\bar{X}_{K_1}) \) as the time average of the first \( K_1 \) explanatory variables of \( X_t \) for \( t = 0,1,\ldots,T \).

**Assumption 2.2. (Correlated Random Effects)**

Assume that there exists a \( K_1 \)-dimensional vector of coefficients \( \lambda_0 = (\lambda_{01},\ldots,\lambda_{0K_1})' \in \Lambda \) with at least one of these coefficients being non-zero, where \( \Lambda \) is a compact subset of \( \mathbb{R}^{K_1} \) such that

\[
    C = \bar{W}\lambda_0 + V,
\]

\(^8\)It is necessary to include \( X_0 \) so \( \bar{W} \) still has variation once we condition on \( X_1,\ldots,X_T \). We thank a referee for pointing this out.
where the remainder term $V$ is independent of $W$.

In contrast to conventional fully parametric approaches, Assumption 2.2 does not impose any distributional restriction on the remainder term $V$, i.e., we consider weaker restrictions on the unobserved individual-specific effect. Denote $f_V$ as the PDF of the remainder term $V$. The independence between $W$ and $V$, and the additive structure in Eq. (8) together imply that 

$$f_{C|W}(c|w) = f_V(c - w\lambda_0).$$

We note that our Assumption 2.2 is weaker than Wooldridge (2005) because we do not impose a parametric assumption on $V$; however, ours is less general than Wooldridge (2005) in that we do require that $C = \bar{W}\lambda_0 + V$ and $\lambda_0$ is not a zero vector, and Wooldridge (2005) allows $C$ to be arbitrarily correlated with $X$, while we only allow $C$ to be correlated with $X$ through $\bar{W}$.

The non-zero restriction of $\lambda_0$ rules out nonlinear panel-data models with pure random effects and this cannot be tested because our identification results below rely on this condition, but this is not restrictive. For example, this restriction generally holds in empirical applications when the individual unobserved heterogeneity, $C$, is used to model the time-invariant features of an individual such as cognitive ability or early family upbringing. Because such individual unobserved heterogeneity is generally correlated with the time-invariant explanatory variables such as education or parents’ education, a Mundlak-type CRE specification can be justified.

**Assumption 2.3. (Movement of the Correlated Unobserved Effects)**

Assume that

(i) $f_{Y|X,\bar{W},C}(y|x,\bar{w},c) = \prod_{t=1}^T f_{Y|X_t,\bar{w}_t,C}(y_t|x_t,\bar{w}_t,c)$ for all $(y_t, x_t, \bar{w}_t, c) \in \mathcal{Y} \times \mathcal{X} \times \bar{W} \times C$;

(ii) $f_{Y|X_t,\bar{w}_t,C}(y_t|x_t,\bar{w}_t,c) = f_{Y|X_t,C}(y_t|x_t,c)$ for all $(y_t, x_t, \bar{w}_t, c) \in \mathcal{Y}_t \times \mathcal{X}_t \times \bar{W} \times C$;

(iii) the conditional distribution of unobserved heterogeneity satisfies $f_{C|X,\bar{w}}(c|x,\bar{w}) = f_{C|\bar{w}}(c|\bar{w})$ for all $(c, x, \bar{w}) \in C \times \mathcal{X} \times \bar{W}$.

Although the variable $\bar{W}$ is observed and related to the dependent variable $Y_t$, Assumption 2.3(ii) requires that it does not provide any more information on $Y_t$ when the regressors $X_t$, and $C$ are controlled. Assumption 2.3(iii) requires that the time invariant unobservable $C$ conditional on $X$ and $\bar{W}$ does not depend upon $X$, and is connected with $X$ only through the time average term $\bar{W}$. Under Assumption 2.2 a sufficient condition for Assumption 2.3(iii) is that the remainder error $V$ is independent of $X$. Assumption 2.3 allows time-invariant variables to be included in $X_t$ but only those that are not related to individual unobserved heterogeneity.

Denote the parametric conditional joint density as $f_{Y|X,C}(y|x,c;\theta) = \prod_{t=1}^T f_{Y|X_t,C}(y_t|x_t,c;\theta)$. 8
Assumption 2.4. (Well-Defined Fourier Transforms)

Under Assumption 2.2 without loss of generality, set $\lambda_0 \neq 0$. Assume that (i) there exists a constant $c_1$ such that $\int_{\mathbb{R}} f_{Y|XW}(y|x,w)dw_1 < c_1 < \infty$ for all $(y,x,w_1) \in \mathcal{Y} \times \mathcal{X} \times \mathcal{W}$; (ii) there exists a constant $c_2$ such that $\int_{\mathbb{R}} f_{Y|X}(y|x,c;\theta)dc < c_2 < \infty$ for all $(y,x) \in \mathcal{Y} \times \mathcal{X}$ and all $\theta \in \Theta$; (iii) there exists a weighting function $\Omega(y,x)$ over $\mathcal{Y} \times \mathcal{X}$ such that for all $\xi \in \mathbb{R}$ and for all $\theta \in \Theta$,

\[ \left| \int_{\mathcal{Y} \times \mathcal{X}} e^{-i\xi \cdot c} \left( \int_{\mathcal{Y} \times \mathcal{X}} f_{Y|X,C}(y|x,c;\theta)\Omega(y,x)dydx \right)dc \right| > 0. \]

Assumptions 2.4(i) & (ii) ensure that the Fourier transforms of the density of observables $f_{Y|XW}$ and the proposed panel data model $f_{Y|X,C}$ are well defined. The assumption implies that the Fourier transforms $\lambda_1 \int_{\mathbb{R}} e^{-i\xi \cdot t} f_{Y|XW}(y|x,w)dw_1$ for $(y,x,w_1) \in \mathcal{Y} \times \mathcal{X} \times \mathcal{W}$ and $\lambda \in \Lambda$, and $\int_{\mathbb{R}} e^{-i\xi \cdot c} f_{Y|X,C}(y|x,c;\theta)dc$ for all $(y,x) \in \mathcal{Y} \times \mathcal{X}$ and $\theta \in \Theta$ are all finite. $f_{Y|X,C}(y|x,c;\theta)$ is uniformly bounded for all $\theta \in \Theta$ by Assumption 2.1 so if the support of the unobserved heterogeneity $\mathcal{E}$ is compact, then Assumption 2.4(ii) holds. Thus, the density $f_{Y|X,C}(y|x,c;\theta)$ for the binary-choice model in Eq. (6) with compact unobserved effects satisfies Assumption 2.4(i) and $\int_{\mathbb{R}} e^{-i\xi \cdot c} f_{Y|X,C}(y|x,c;\theta)dc$ is well defined. When $f_{Y|X_i,C}(y_t|x_i,c;\theta)$ can be written in the form $f(y_t - m(x_t,c;\theta))$, where $f$ is a known density and $|\frac{d}{dc} m(x_t,c;\theta)| > a > 0$, Assumption 2.4(i) holds. However, requiring the support of the unobserved heterogeneity to be equal to the real line may fail Assumption 2.4(ii) for binary-choice models and censored models. The Fourier transforms in Eq. (9) appear as denominators in our identifying formula and Assumption 2.4(iii) rules out a zero denominator. All conditions in Assumption 2.4 are testable since they involve the density of observables and the parametric nonlinear panel data model.

Let $a = (\theta, \lambda)$, $a_0 = (\theta_0, \lambda_0)$ and $\mathcal{A} = \Theta \times \Lambda$. Consider the following parametric function

\[ \phi_{\varepsilon\mathcal{C}A}(\xi) = \int_{\mathcal{Y} \times \mathcal{X} \times \mathcal{W}} h(\xi, y, x, w; \lambda)\Omega(y, x, w_1)dydxdw_1, \]

where $h(\xi, y, x, w; \lambda) = -\lambda_0 \int_{\mathbb{R}} e^{-i\xi \cdot t} f_{Y|XW}(y|x,w)dw_1$, $\Omega(y, x, w_1)$ is a positive weighting function, and $\phi_{\varepsilon\mathcal{C}A}(\xi) = \phi_{\varepsilon}(\xi)$. While Assumption 2.4(i) ensures the term on the top of the

\[ \int_{\mathbb{R}} f_{Y|X,C}(y|x,c;\theta)dc = \int_{\mathbb{R}} f(y - m(x,c;\theta))dc = \int f(u)\frac{du}{w} < \frac{1}{a} \int f(u)du < \infty, \]

where $u = y - m(x,c;\theta)$ and $|\frac{1}{w_1}| < \frac{1}{a}$.

The function $\phi_{\varepsilon\mathcal{C}A}$ is also defined in Eq. (4.7) and its detailed derivation can be found there.
quotient in Eq. (10) is well defined, Assumption 2.4(ii) and (iii) guarantees the term on the bottom of the quotient in Eq. (10) is well defined and non-zero. We can use \( \phi_{v;\alpha} \) to construct a semi-parametric family of functions related to the Fourier transform of the remainder term \( V \).

**Assumption 2.5. (Continuous Parameter Structure)**

Assume that (i) the parametric panel data density function \( f_{Y|X,C}(y_t|x_t,c;\theta) \) is continuous at \( \theta \) for all \( \theta \in \Theta \) and \( t = 1,...,T \);

(ii) there exists a nonnegative integrable function \( g \) such that for all \( \alpha \)

\[
|\phi_{v;\alpha}(\xi)| \leq g(\xi). \tag{11}
\]

A sufficient condition for Assumption 2.5(ii) is that the density function \( f_{Y|X,C} \) and the domain \( \overline{W}_1 \) are bounded, and there exists \( p > 1 \) such that for all \( \theta \in \Theta \),

\[
\left| \int e^{-i\xi c} \left( \int_{\mathbb{R}^2} f_{Y|X,C}(y|x,c;\theta)\Omega(y,x)dydx \right) dc \right| \geq c(1 + |\xi|)^p. \tag{12}
\]

Under the sufficient condition, we obtain

\[
|\phi_{v;\alpha}(\xi)| \leq c|\overline{W}_1|(1 + |\xi|)^{-p} = g(\xi), \tag{13}
\]

where \( c \) is some constant and \( |\overline{W}_1| \) is the length of \( \overline{W}_1 \). Under Assumption 2.5 we can apply Fourier Inversion Formula in Proposition A.2 to the semi-parametric family of functions \( \{\phi_{V,\alpha}(\xi): \alpha \in \Theta \times \Lambda\} \) in Eq. (A.7) to construct a semi-parametric family of density functions \( \{f_{C|\overline{W}}(c|\overline{w};\alpha): \alpha \in \mathcal{A}\} \) in Eq. (A.13). Because the semi-parametric Fourier transform \( \phi_{V,\alpha}(\xi) \) is derived from the data and the parametric nonlinear panel data model, \( f_{C|\overline{W}}(c|\overline{w};\alpha) \) can be regarded as internally consistent semi-parametric distribution of the unobserved heterogeneity.\(^{11}\) We summarize that \( f_{C|\overline{W}}(c|\overline{w};\alpha) \) is a parametric density function over \( \mathcal{C} \) in the following result.

**Lemma 2.1.** Under Assumptions 2.2(i) & (ii), 2.3(i) & (ii) & (iii), 2.4 and 2.5(i) & (ii), there exists an open neighborhood of \( \alpha_0 \) such that \( f_{C|\overline{W}}(c|\overline{w};\alpha) \) in Eq. (A.13) is a conditional density function for \( \alpha \) in the neighborhood.

\(^{11}\)See details in Eq. (A.7).
The parameter structure is then described by a \((d_\theta + K_1)\)-dimensional vector associated with the panel data density function \(f_{Y|X,C}(y|x,c;\theta)\) and the conditional distribution of the unobserved heterogeneity \(f_{C|W}(c|\overline{w};\alpha)\). For the identification in the parameter structure, we have to distinguish the true parameter \(\alpha_0\) from other parameters in the neighborhood of \(\alpha_0\). This implies that there is a unique vector of parameters associated with each population structure in the parameter space \(\mathcal{A}\).

**Definition 2.1.** (i) Two vectors of parameters, \(\alpha_0 = (\theta_0, \lambda_0)\) and \(\tilde{\alpha} = (\tilde{\theta}, \tilde{\lambda})\) in \(\mathcal{A} \subset \mathbb{R}^{d_\theta + K_1}\) are observationally equivalent if \(f_{Y|X,C}(y|x,c;\theta_0) = f_{Y|X,C}(y|x,c;\tilde{\theta})\) and \(f_{C|W}(c|\overline{w};\alpha_0) = f_{C|W}(c|\overline{w};\tilde{\alpha})\) for all \((y,x,\overline{w},c) \in \mathcal{Y} \times \mathcal{X} \times \overline{W} \times \mathcal{C}\) with probability one at the probability distribution of the random variable \((Y,X,\overline{W},C)\).

(ii) A vector of parameters \(\alpha_0\) is said to be identifiable if there exists an open neighborhood of \(\alpha_0\) in \(\mathcal{A}\) containing no other vectors of parameters observationally equivalent to \(\alpha_0\).

Next, we provide sufficient conditions for the identification of \(\alpha_0\). First, combine the density \(f_{C|W}(c|\overline{w};\alpha)\) with the parametric panel data model \(f_{Y|X,C}(y|x,c;\theta)\) to construct the following internally consistent semi-parametric density function of observable variables:

\[
(14) \quad f(y|x,\overline{w};\alpha) = \int_{\mathcal{C}} f_{Y|X,C}(y|x,c;\theta) \underbrace{f_{C|W}(c|\overline{w};\alpha)}_{\text{constructed from } f_{Y|X,C}(y|x,c;\theta) \text{ and } f_{C|W}(c|\overline{w};\alpha)} \, dc.
\]

Equation (14) is called a semi-parametric density function, because it also depends on the density of observables \(f(y|x,\overline{w})\), which is not parametrically specified. As in Appendix B, we will apply Fourier transformations to combine the parameter structure of \(f_{Y|X,C}(y|x,c;\theta)\) with \(f(y|x,\overline{w})\) and construct \(f_{C|W}(c|\overline{w};\alpha)\) under the CRE specification. The semi-parametric density function is correctly specified because \(f(y|x,\overline{w};\alpha_0) = f(y|x,\overline{w})\).

We need an identification condition on the basis of sample information to pin down \(\alpha_0\) and the information conditions to distinguish between the parametric structures. Specifically, the identification of the parametric system is approached via the concavity of the conditional Kullback-Leibler information criterion evaluated at \(\alpha_0\). Define

\[
K(\alpha;x,\overline{w}) = \mathbb{E} \left[ \log \left( \frac{f(Y|X,\overline{W};\alpha)}{f(Y|X,\overline{W};\alpha_0)} \right) \right| X = x, \overline{W} = \overline{w}]
\]
where the expectation is taken with respect to \( f(y|x, \overline{w}; a_0) \). It follows that a sufficient condition for the existence of a unique maximum is that the first derivative \( K(a;x, \overline{w}) \) evaluated at \( a_0 \) is equal to zero and the second derivative of \( K(a;x, \overline{w}) \) evaluated at \( a_0 \) is negative definite. Differentiating \( K(a;x, \overline{w}) \) with respect to \( a_j \) for \( j = 1, \ldots, d_0 + K_1 \), we have the gradient of \( K(a;x, \overline{w}) \) being a \((d_0 + K_1)\)-dimensional vector,

\[
\frac{\partial}{\partial a} K(a;x, \overline{w}) = \left( \frac{\partial K(a;x, \overline{w})}{\partial a_1}, \ldots, \frac{\partial K(a;x, \overline{w})}{\partial a_{d_0 + K_1}} \right)'.
\]

(15)

The matrix of the second derivative of \( K(a;x, \overline{w}) \) can be written as minus outer product of the gradient of the log likelihood:

\[
K''(a_0;x, \overline{w}) = -E \left[ \frac{\partial}{\partial a} \log f(Y|X, \overline{W}; a)|_{a=a_0} \cdot \frac{\partial}{\partial a} \log f(Y|X, \overline{W}; a)|_{a=a_0} \right]_{X=x, \overline{W} = \overline{w}}.
\]

(16)

**Assumption 2.6. (Concave Parameter Structure)**

Assume that the information matrix \( K''(a_0;x, \overline{w}) \) in Eq. (16) is negative definite for \((x, \overline{w}) \in \mathcal{X} \times \overline{W}\) with probability one, and the elements of the matrix exist and are continuous in \( \mathcal{A} \).

**Theorem 2.1.** Under Assumptions 2.1-2.6, the population parameters of the parametric panel data density in Eq. (4) and the correlated random effects in Assumption 2.2, \( \theta_0 \) and \( \lambda_0 \), are identifiable from the joint distribution of a panel data sample \( \{Y_t, X_t\} \) for \( t = 1, 2, \ldots, T \). In particular, the density function of the remainder term \( V \) in CRE is also identified.

We prove Theorem 2.1 in four steps and we have summarized them in Appendix A.1 to make the identification strategy more transparent.

### 3. Sieve Maximum Likelihood Estimation

The identification results in Section 2 are constructive in that we can propose a sieve Maximum Likelihood (ML) estimator for the population parameter \( a_0 = (\theta_0, \lambda_0) \) and \( f_V \) based on the parametric specification for the density function of observable variables in Eq. (A.1):

\[
f_{Y|X, \overline{W}}(y|x, \overline{w}; a, f_1) = \int f_{Y|X, C}(y|x, c; \theta) f_1(c - \overline{w} \lambda) dc,
\]

(17)
where $\alpha = (\theta, \lambda)$ is a finite-dimensional parameter and $f_1$ is an infinite-dimensional parameter. The proposed estimator is semi-parametric in that the distribution of the CRE remainder error $V$ in Assumption 2.2 is not specified. The fact that the population parameters $\alpha_0$ and the distribution of the remainder error $f_V$ are identified implies that $(\alpha_0, f_V)$ is the unique solution to the following problem:

$$
(a_0, f_V) \equiv \arg \max_{\alpha \in \mathcal{A}, f_1 \in \mathcal{F}_1} \mathbb{E} \left[ \log f(Y|X, \bar{W}; \alpha, f_1) \right],
$$

(18)

where $\mathcal{A} \subset \mathbb{R}^{d_\theta + K_1}$ is compact with a non-empty interior and $\mathcal{F}_1$ is a space of density functions with support equal to that of $V$. However, when the parameter function space containing $f_1$ is large, the direct ML estimation method based on the sample analog of (18) could yield an inconsistent estimator or a consistent estimator which converges very slowly. Thus, we replace $\mathcal{F}_1$ with a finite dimensional sieve space $\mathcal{F}_{1N}$ that becomes dense in $\mathcal{F}_1$ where the sample size $N$ increases. To be specific, let $\{(Y_i, X_i, \bar{W}_i)\}_{i=1}^N$ be a sample of observed variables. The empirical analogue of the expression in Eq. (18) is given by

$$
\hat{Q}_N(\alpha, f_1) = \frac{1}{N} \sum_{i=1}^N \log f(Y_i|X_i, \bar{W}_i; \alpha, f_1).
$$

(19)

The sieve ML estimators of $\alpha_0$ and $f_V$ from this maximizing problem are

$$
(\hat{\alpha}, \hat{f}_1) \equiv \arg \max_{\alpha \in \mathcal{A}, f_1 \in \mathcal{F}_{1N}} \hat{Q}_N(\alpha, f_1).
$$

(20)

The estimation is a standard sieve ML procedure and there is a huge literature on the estimation such as Shen (1997), Chen and Shen (1998), Ai and Chen (2003), Chen, Liao, and Sun (2014) and Hahn, Liao, and Ridder (2018). We give the expression of the limiting distribution of the $\hat{\alpha}$ and sufficient conditions in the Appendix. In the Appendix, we also give a consistent estimator for the asymptotic covariance matrix for inference. In particular, by Hahn, Liao, and Ridder (2018), if the sieve space is generated by a finite number of basis functions such as the Hermite polynomial series we use in the simulations, then the expression of the sample analog consistent estimator for the asymptotic covariance matrix can be obtained through the conventional MLE method. Please see Appendix C for details.

We consider Hermite polynomial series as our sieve basis functions for the nonparamet-
ric nuisance components, $\sqrt{f_1(\cdot)}$. Denote $\phi(\cdot)$ and $H_j(\cdot)$ as the PDF of standard normal and the $j$-th order Hermite polynomial. It follows that $h_j(\cdot) = H_j(\cdot)\phi(\cdot)$ form an orthogonal series of the square-integral function space. A Hermite polynomial series estimator $\sqrt{f_1(\cdot)}$ can be constructed by

$$\sqrt{f_1(v)} = \sum_{j=0}^{J} \beta_j h_j(v).$$

(21)

Because $f_V(\cdot)$ is a density function, the density restriction $\int f_V(v) dv = 1$ imposes a restriction on these sieve coefficients, $\sqrt{2\pi} \sum_{j=0}^{J} j! \beta_j^2 = 1$. By substituting the parametric specification of $f_{Y|X,C}(y|x,c)$ and the Hermite polynomial series of $f_1$ into Eq. (17) we obtain:

$$f_{Y|X,W}(y|x,w;\theta,\lambda,\beta) = \int_C f_{Y|X,C}(y|x,c;\theta) \left( \sum_{j=0}^{J} \beta_j h_j(c - \overline{w}\lambda) \right)^2 dc.$$ 

(22)

Let $\{Y_i, X_i, W_i\}_{1 \leq i \leq N}$ be a sample of observed variables. The empirical analogue of the expression in Eq. (18) is given by

$$\hat{Q}_N(\alpha, \beta) = \frac{1}{N} \sum_{i=1}^{N} \log f_{Y|X,W}(y_i|x_i,w_i;\alpha,\beta).$$

(23)

The sieve ML estimators of $\alpha_0$ and $f_V$ from this maximizing problem are

$$(\hat{\alpha}, \hat{\beta}) = \arg\max_{\alpha, \beta} \hat{Q}_N(\alpha, \beta),$$

(24)

with $\hat{f}_1(v) = \left( \sum_{j=0}^{J} \hat{\beta}_j h_j(v) \right)^2$.

4. Discussion

In this section, we propose a Hausman-type test for the distribution assumption on $V$, extend the identification results to dynamic nonlinear panel data models and provide an identification result on partial effects which are often the objects of interest in empirical studies.
4.1. Specification Test for Fully Parametric Model

A popular approach in the literature is to impose a distribution assumption on $V \sim f_V(v; \tau_0)$ so as to obtain a fully parametric likelihood model and apply the parametric ML method. For example, one may impose a normality assumption on $V$ so that $V \sim f_V(v; \tau_0) = \tau_0^{-1/2} \phi(v \cdot \tau_0^{-1/2})$ for some $\tau_0 > 0$. Here, we provide a specification test for such an assumption. Recall that in our case

$$f(y|x, \bar{w}; \alpha) = \int_C f_{Y|X,C}(y|x, c; \theta) f_{C|\bar{W}}(c|\bar{w}; \alpha) \, dc,$$

where $f_{C|\bar{W}}(c|\bar{w}; \alpha)$ is constructed from data. However, if Assumption 2.2 holds with $V \sim f_V(v; \tau_0)$ for some $\tau_0$, then we have $C|\bar{W} \sim f_V(c - \bar{W} \lambda; \tau_0)$. Therefore, the full parametric M-LE for $(\alpha_0, \tau_0)$ is defined as,

$$(\hat{\alpha}_{pa}, \hat{\tau}_{pa}) \equiv \arg\max_{\alpha \in \mathcal{A}, \tau \in \mathcal{T}} \frac{1}{N} \sum_{i=1}^N f_{pa}(Y_i|X_i, \bar{W}_i; \alpha, \tau),$$

$$f_{pa}(y|x, \bar{w}; \alpha, \tau) = \int_C f_{Y|X,C}(y|x, c; \theta) f_V(c - \bar{W} \lambda; \tau) dc,$$

where $\mathcal{T}$ is a compact parameter space of $\tau$. Under suitable conditions, we can show that $\sqrt{N}(\hat{\alpha}_{pa} - \alpha_0) \overset{d}{\rightarrow} N(0, \Omega_{pa})$ where $\mathcal{V}_{pa}$ is the asymptotic variance and covariance matrix of the fully parametric estimator.

We can construct a Hausman-type test for the null hypothesis that $V \sim f_V(v; \tau_0)$ by testing if $\hat{\alpha}$ and $\hat{\alpha}_{pa}$ are close to each other. To be specific, both our estimator and the fully parametric estimator for $\alpha_0$ are consistent for $\alpha_0$ when $V \sim f(v; \tau)$. However, if $V \neq f_V(v; \tau)$ for any $\tau \in \mathcal{T}$, then our estimator is still consistent, but in general, the fully parametric estimator will converge to a point other than $\alpha_0$. Therefore, under the null hypothesis, we can show that $\sqrt{N}(\hat{\alpha} - \hat{\alpha}_{pa}) \overset{d}{\rightarrow} N(0, \Omega_{di})$, where $\Omega_{di}$ stands for the asymptotic covariance of $\sqrt{N}(\hat{\alpha} - \hat{\alpha}_{pa})$ under null. Let $\hat{\Omega}_{di}$ denote a consistent estimator for $\Omega_{di}$. Define the test statistics as

$$\hat{S}_N = N(\hat{\alpha} - \hat{\alpha}_{pa})(\hat{\Omega}_{di})^{-1}(\hat{\alpha} - \hat{\alpha}_{pa})'$$

[12] Chamberlain (1980) uses the normality specification in a static probit model. Wooldridge (2005) also uses the normality specification in dynamic panel data models where the conditional mean of $C$ is a linear combination of time-invariant variables and the initial condition.
and the null distribution of $\hat{S}_N$ would be a Chi-squared distribution with degrees of freedom equal to the dimension of $\alpha_0$. A formula of $\hat{\Omega}_{d1}$ is given in Appendix D.

4.2. Extension to Dynamic Nonlinear Panel Data Models

Consider a parametric dynamic panel data density function:

\begin{equation}
    f_{Y_t|X_t,Y_{t-1},C}(y_t|x_t,y_{t-1},c;\theta), \text{ for all } t = 2,\ldots,T.
\end{equation}

Dynamic panel data models can be used to investigate the effects of lagged outcomes on current outcomes, so the identification and estimation of models in Eq. (27) are of great practical value. We show that the identification strategy for the static panel data model in Theorem 2.1 can be adapted easily to dynamic panel data models. First, it is straightforward to maintain Assumptions 2.1, 2.2, 2.4, 2.5, and 2.6 in this dynamic setting. However, we also need the following assumptions for identification in the setting.

**Assumption 4.1.** (Correlated Random Effects)

Assume that there exist a $\gamma_0 \in \Gamma$ and a $K_1$-dimensional vector of coefficients $\lambda_0 = (\lambda_{01},\ldots,\lambda_{0K_1})' \in \Lambda$ with at least one of these coefficients being non-zero, where $\Gamma$ is a compact interval and $\Lambda$ is a compact subset of $\mathbb{R}^{K_1+1}$ such that

\begin{equation}
    C = \gamma_0 Y_1 + W\lambda_0 + V,
\end{equation}

where the remainder term $V$ is independent of $Y_1$ and $W$.

Assumption 4.1 is an extension of Assumption 2.2 so we can include the initial condition of the outcome $Y_1$. Assumption 4.1 implies that $f_{C|X,Y_1,W}(c|x,y_1,w) = f_{C|Y_1,W}(c|y_1,w)$ for all $(c,x,y_1,w) \in C \times X \times Y_1 \times W$.

**Assumption 4.2.** (Movement of the Unobserved Effects)

Assume that $f_{Y_t|X_t,Y_{t-1},W,C}(y_t|x_t,y_{t-1},w,c) = f_{Y_t|X_t,Y_{t-1},C}(y_t|x_t,y_{t-1},c)$ for all $(y_t,x_t,y_{t-1},w,c) \in Y_t \times X_t \times Y_{t-1} \times W \times C$. 
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Similar to Eq. (A.1), we can use Assumptions 4.1 and 4.2(i) & (ii) to obtain

\[
\begin{align*}
    f_{Y_2, Y_3, \ldots, Y_T|X, Y_1, \bar{W}} & (y_2, y_3, \ldots, y_T|x, y_1, \bar{w}) \\
    &= \int_{\mathcal{C}} \prod_{t=2}^{T} f_{Y_t|X_t, Y_{t-1}, \bar{W}, C}(y_t|x_t, y_{t-1}, \bar{w}, c) f_{C|X_t, Y_{t-1}, \bar{W}}(c|x, y_1, \bar{w}) dc \\
    &= \int_{\mathcal{C}} \prod_{t=2}^{T} f_{Y_t|X_t, Y_{t-1}, C}(y_t|x_t, y_{t-1}, c) f_{C|Y_1, \bar{W}}(c|y_1, \bar{w}) dc \\
    &= \int_{\mathcal{C}} \prod_{t=2}^{T} f_{Y_t|X_t, Y_{t-1}, C}(y_t|x_t, y_{t-1}, c; \theta_0) f_{V}(c - y_1 \gamma_0 - \bar{w} \lambda_0) dc.
\end{align*}
\]

That is, the observable density function \( f_{Y_2, Y_3, \ldots, Y_T|X, Y_1, \bar{W}} \) can be written as the convolution of the dynamic panel data density function \( \prod_{t=2}^{T} f_{Y_t|X_t, Y_{t-1}, C} \) and the distribution of the CRE remainder error \( V \). Therefore, sufficient conditions for identification are similar to those in Theorem 2.1 and the identification results follow. Wooldridge (2005) considers the same specification, but assumes that \( V \) is normally distributed, so the Hausman test proposed in Section 4.1 can be applied here too.

### 4.3. Identification of Partial Effects

In most empirical applications, researchers are also interested in partial effects that are defined as the marginal effects of an explanatory variable on the conditional expectation of the dependent variable holding other explanatory variables fixed. For a given value of the explanatory variables \( (X_t, C) \), the partial effect of continuous \( X_{tk} \) on \( Y_t \) is the partial derivative of \( E[Y_t|X_t, C] \) with respect to \( X_{tk} \):

\[
\frac{\partial E[Y_t|X_t, C]}{\partial X_{tk}}.
\]

If \( X_{tk} \) is a discrete variable, partial effects are computed by comparing \( E[Y_t|X_t, C] \) at different values of \( X_{tk} \), holding other variables fixed. However, the partial effects of interest depend on the unobserved heterogeneity \( C \) and it is not clear which value of \( C \) one should consider, so the common practice is to average the partial effect across the population distribution of \( C \), which leads to the average partial effect (APE) in the literature. Note that the marginal distribution
of the unobserved heterogeneity $C$ can also be identified by the results in Theorem 2.1:

$$f_C(c) = \int \int \int f_{C|W}(c|\bar{w};\alpha_0) f_W(\bar{w}) d\bar{w} = E_W \left[ f_{C|W}(c|\bar{w};\alpha_0) \right].$$

Then the APE is identified by:

$$(31) \quad APE(x_{tk}) = \int \left( \frac{\partial E[Y_t|X_t = x_t, C = c]}{\partial x_{tk}} \right) f_C(c) dc$$

We now state our identification result for APE.

**Corollary 4.1.** Under Assumptions 2.1-2.6, the APE defined in Eq. (31) is identified from the joint distribution of a panel data sample, $\{Y_t, X_t\}$ for $t = 1, 2, ..., T$.

For the binary-choice model in Eq. (5) with a continuous explanatory variable, the APE is given by

$$(32) \quad APE(x_{tk}) = \int \left( \frac{\partial F_{\varepsilon_t}}{\partial x_{tk}} \left( -m(x, c; \theta) \right) \frac{\partial m(x, c; \theta)}{\partial x_{tk}} \right) f_C(c) dc,$$

where $F_{\varepsilon_t}$ is the CDF of the error term in the latent variable model. If $x_{td}$ is a binary explanatory variable, then the partial effect from changing $x_{td}$ from zero to one, holding all other variables fixed, is

$$(33) \quad APE(x_{td}) = \int \left( F_{\varepsilon_t} \left( -m(x_t, ..., x_{td-1}, 1, x_{td+1}, ..., x_{tK}, c; \theta) \right) - F_{\varepsilon_t} \left( -m(x_t, ..., x_{td-1}, 0, x_{td+1}, ..., x_{tK}, c; \theta) \right) \right) f_C(c) dc.$$

For a parametric dynamic panel data model in Eq. (27), researchers may be interested in whether there is state dependence—that is, the partial effect of $Y_{t-1}$ on $Y_t$ after controlling for the unobserved heterogeneity, $C$. The magnitude of state dependence can be defined as an average partial effect from $Y_{t-1} = 0$ to $Y_{t-1} = 1$ at fixed values of all other variables.
In this section, we present simulation results to illustrate the finite sample performance of the proposed sieve ML estimation procedure of a panel data model in Section 3. We consider both panel data probit model models and panel data Poisson models.

5. Monte Carlo Simulation

5.1. Panel Data Probit Models

We demonstrate our simulation results through static and dynamic setting. The static data generating process (DGP) is defined as follows:

\[ Y_t = \mathbf{1}(\theta X_t + C + \epsilon_t \geq 0), \quad \text{for } t = 1, 2, \]
\[ C = \lambda \mathbf{W} + V, \quad \mathbf{W} = \frac{1}{2} \sum_{t=1}^{2} X_t, \]
\[ X_2 = 0.5X_1 + \xi, \quad X_1 \sim U(0, 2), \quad \xi \sim N(0, 1), \]
\[ (\epsilon_1, \epsilon_2) \sim N(0, I_2), \]

where \( I_2 \) is the 2 \( \times \) 2 identify matrix and \((\theta, \lambda) = (-0.5, 0.5)\). For a random variable \( Q \), we denote the corresponding truncated random variable over interval \([a, b]\) as \( \text{Trun}(Q, [a, b]) \).

13 \( \text{Trun}(Q, [a, b]) \) is a random variable generated by \( F_Q^{-1}(u \cdot (F_Q(b) - F_Q(a)) + F_Q(a)) \) where \( F_Q \) is the CDF of \( Q \) random variable, \( F_Q^{-1} \) is the inverse of \( F_Q \) and \( u \) is a uniform random variable on \([0, 1]\).

Let \( \mu_\omega \) be the mean of \( \omega \). Three specifications of \( V \) are considered:

DGP I: \( V \sim \text{Trun}(N(0, 1), [-1, 1]) \),

DGP II: \( V = \omega - \mu_\omega \) with \( \omega \sim \text{Trun}(H, [-2, 2]) \) and \( \ln H = N(0, 5) \),

DGP III: \( V = \omega - \mu_\omega \) with \( \sqrt{\omega} \sim \text{Trun}(\text{Rayleigh}(1), [-2, 15]) \).

The unobserved heterogeneities in all the simulation designs have bounded supports, so Assumption 2.4(ii) is satisfied in all cases. We consider sample sizes 500, and 1,000 and for each case, we consider 150 simulation replications. For comparison, we also consider the other two estimators. The first one is an infeasible estimator that treats \( V \) as known. The second one is the conventional random effects estimator which specifies the unobserved heterogeneity to be normally distributed. The simulation results for parameters and APE are presented in
Tables 1-2 and 3-4, respectively.

The estimation results of the parameters in DGP I show a little bias in all three estimators. In this case, the normal specification in the conventional random effects estimator is close to the true distribution of the data so the estimation does not suffer from the misspecification of the estimator. The proposed sieve ML estimator exhibits small degrees of bias in DGPs II & III but the conventional random effects estimator exhibits conspicuous bias in $\theta$, $\lambda$, and $\sigma$ for all sample sizes.

Overall, the simulation results show that the proposed sieve ML estimator works well in simulation designs. As expected, the infeasible estimator outperforms the proposed estimator in RMSE. The conventional estimator does a good job in estimating $\theta$ and $\lambda$ in DGP I but causes bias in DGPs II & III. The estimation results for APEs in Tables 3-4 have a similar pattern. While the infeasible estimator and the proposed sieve ML estimator perform well in all simulations, the conventional estimator performs well only in DGP I.

We also consider the Hausman-type test proposed in Section 4.1 for the normality assumption of $V$ and the results are summarized in Table 9. For DGP I, the rejection rates are 0.080 and 0.047, which are close to the nominal size 5% given that the normality assumption holds. For DGPs II and III, the rejection rates are much higher than the nominal size 5% and increase with sample size, indicating that our test are consistent when the normality assumption is violated.

The simulation design for dynamic panel data probit models is close to the static panel data probit models. The DGP for dynamic models is defined as follows:

$$Y_t = 1\left(\gamma Y_{t-1} + \theta X_t + C + \varepsilon_t \geq 0\right), \quad \text{for } t = 1, ..., 7,$$

where $(\gamma, \theta, \lambda) = (-0.5, 0.5, 0.5)$ and DGPs for $X_t$ and $C$ are the same as the ones in the static models. Tables 6-7 and 8-9 present the estimation results for parameters and the magnitudes of state dependence. We reach the same conclusion as the estimation results of the static models. While the proposed sieve ML estimator performs well in all DGPs, the conventional random effects estimator cannot deliver a consistent estimation for the parameters $\gamma$, $\lambda$ and $\sigma$.

\footnote{We use an empirical covariance matrix which is the average of the 150 simulated estimators to conduct the Hausman test in the simulations.}
in DGPs II & III. The simulation results for the Hausman-type test are similar to the static case too.

5.2. Dynamic Panel Data Poisson Models

We consider a data generating process for dynamic panel data Poisson models as follows:

\( m(y_{t-1}, x_t, c; \theta) = \gamma Y_{t-1} + \theta X_t + C \) with \( y_t = 0, 1, \ldots \),

where \( m(y_{t-1}, x_t, c; \theta) = E(Y_t | y_{t-1}, x_t, c) \) and \( (\gamma, \theta, \lambda) = (-0.5, 0.5) \). While the DGP for \( X_t \) is \( X_1 \sim U(0, 2), X_t \sim N(0, 1) \) for \( t > 1 \), the DGP for \( C \) is \( C = 0.5 \bar{W} + V, \bar{W} = \frac{1}{T} \sum_{t=1}^{T} X_t + z \) with \( z \sim N(0, 1) \).

In this case, we consider unbounded support for \( V \) and three specifications are considered:

- **DGP IV**: \( V \sim N(0, 1) \),
- **DGP V**: \( V = \omega - \mu_\omega \) with \( \omega \sim \text{Student’s } t \) with 100 degrees of freedom,
- **DGP VI**: \( V = \omega - \mu_\omega \) with \( \omega = \omega_1 + \omega_2, \omega_1 \sim N(0, 1), \omega_2 \sim Trun(Rayleigh(1), [-2, 12]) \).

The finite-sample performance is evaluated over two different time dimensions, \( T = 2 \) and \( T = 4 \).

While Tables 10–13 report the estimated results for panel data of two periods, Tables 14–17 report the estimated results for panel data of four periods. From the estimation results we find that in the designs of panel data of two periods, the proposed estimator outperforms the conventional estimator in the parameter estimation. However, for a longer periods such as four periods, the conventional estimator performs well and is close to the proposed estimator. Table 18 reports the Hausman-type test proposed for the normality assumption of \( V \). In the simulated data of two periods, the rejection rates of the proposed Hausman-type test are much higher than the nominal size 5% and increase with sample size in all designs. This implies that the conventional estimator performs poorly even for the case in which \( V \) is normally distributed. However, in the simulated data of four periods with a sample size of 1000, the estimation results of the conventional estimator are close to that of the proposed estimator and the rejection rates are 0.060, 0.067, and 0.087. This suggests that under an unbounded assumption of \( V \), the conventional estimator may perform better for panel data with a longer period and with a
larger sample size.

6. Conclusion

This paper addresses unsolved issues of the distribution misspecification of the random effect approach for nonlinear panel data models with a fixed time dimension. The main insight of our approach is to use the information of the time-invariant observed covariates as a source of identification for a time-invariant heterogeneity structure in a Mundlak-type specification. We show that the average likelihood takes the form of the convolution of the parametric panel data model and the conditional distribution of the unobserved heterogeneity. By Fourier transformations, we provide a data-driven specification of conditional distributions of the unobserved heterogeneity which is internally consistent with the parametric nonlinear panel data models. That is, the average likelihood is correctly specified. The identification strategy can also be applied to dynamic nonlinear panel data models.
Appendix

A. Proof of Theorem 2.1

Consider

\[
\begin{align*}
 f_{Y|X,W}(y|x,\overline{w}) &= \int_{\mathbb{R}} f_{Y|X,W,C}(y|x,\overline{w},c) f_{C|X,W}(c|x,\overline{w}) dc \\
 &= \int_{\mathbb{R}} f_{Y|X,W,C}(y|x,\overline{w},c) f_{C|\overline{w}}(c|\overline{w}) dc \\
 &= \int_{\mathbb{R}} \left( \prod_{t=1}^{T} f_{Y_i|X_i,W,C}(y_i|x_i,\overline{w},c) \right) f_{C|\overline{w}}(c|\overline{w}) dc \\
 &= \int_{\mathbb{R}} f_{Y|X,C}(y|x,c) f_V(c-\overline{w}\lambda_0) dc, \\
\end{align*}
\]

where we have used (a) the law of the total probability, (b) Assumptions 2.2 and 2.3(i)(ii)&(iii), and (c) \( f_{Y|X,C}(y|x,c) \equiv \prod_{t=1}^{T} f_{Y_i|X_i,C}(y_i|x_t,c) \).

Under Assumption 2.2, without loss of generality, assume \( \lambda_{01} \neq 0 \). Given each \((y,x)\), constructing a Fourier transform of \( f_{Y|X,\overline{w}}(y|x,\overline{w}) \) with respect to \( \overline{w} \) and interchanging integrations yields the following equation: for all real-valued \( \xi \),

\[
\int_{\mathbb{R}} e^{i\xi \overline{w}} f_{Y|X,\overline{w}}(y|x,\overline{w}) d\overline{w} = \int_{\mathbb{R}} e^{i\xi \overline{w}} \left( \int_{\mathbb{R}} f_{Y|X,C}(y|x,c) f_V(c-\overline{w}\lambda_0) dc \right) d\overline{w} \\
= \int_{\mathbb{R}} \left( \int_{\mathbb{R}} e^{i\xi \overline{w}} f_Y(y|x,c) f_V(c-\overline{w}\lambda_0) dc \right) f_{Y|X,C}(y|x,c) dc \\
= \int_{\mathbb{R}} \left( \int_{\mathbb{R}} e^{i\xi \overline{w}} f_Y(y|x,c) f_V(c-\overline{w}\lambda_0) dc \right) f_{Y|X,C}(y|x,c) dc \\
= \int_{\mathbb{R}} e^{i\xi \overline{w}} f_Y(y|x,c) f_V(c-\overline{w}\lambda_0) dc \\
= \frac{-1}{\lambda_{01}} \int_{\mathbb{R}} e^{-i\xi \lambda_{01} \overline{w}} \phi_c \left( \frac{-\xi}{\lambda_{01}} \right) e^{i\xi \overline{w}} f_Y(y|x,c) f_V(c-\overline{w}\lambda_0) dc \\
= \frac{-1}{\lambda_{01}} \int_{\mathbb{R}} e^{-i\xi \lambda_{01} \overline{w}} \phi_c \left( \frac{-\xi}{\lambda_{01}} \right) e^{i\xi \overline{w}} f_Y(y|x,c) f_V(c-\overline{w}\lambda_0) dc,
\]

where \( \phi_c(\xi) = \int e^{i\xi c} f_V(v) dv \). Rescale \( \xi \) by \(-\lambda_{01}\xi\) in Eq. (A.2) and the equation becomes

\[
-\lambda_{01} \int_{\mathbb{R}} e^{-i\xi \lambda_{01} \overline{w}} f_{Y|X,\overline{w}}(y|x,\overline{w}) d\overline{w} = \phi_c(\xi) e^{i\xi \lambda_{01} \overline{w}} \int_{\mathbb{R}} e^{-i\xi c} f_{Y|X,C}(y|x,c;\theta_0) dc.
\]
Multiplying each side of Eq. \((A.3)\) by \(e^{-i\sum_{k=1}^{K_2} \lambda_k \bar{w}_k}\) establishes that

\[
(A.4) \quad -\lambda_0 \int_{\mathcal{W}} e^{-i\sum_{k=1}^{K_2} \lambda_k \bar{w}_k} f_{y|x,\bar{w}}(y|x,\bar{w}) d\bar{w} = \phi_v(\xi) \int_{\mathbb{R}} e^{-i\xi c} f_{y|x,c}(y|x,c;\theta_0) dc.
\]

The intuition of the above expression is that the Fourier transform of the convolution of two functions is the product of their individual Fourier transforms and there is a convolution type function in Eq. \((A.1)\).

For example, if we consider the simplest case, \(\lambda_0 = (\lambda_{01}, \ldots, \lambda_{0K})^T = (-1,0,\ldots,0)^T\), Eq. \((A.4)\) becomes

\[
\int_{\mathcal{W}} e^{i\xi \bar{w}} f_{y|x,\bar{w}}(y|x,\bar{w}) d\bar{w} = \phi_v(\xi) \int_{\mathbb{R}} e^{-i\xi c} f_{y|x,c}(y|x,c;\theta_0) dc.
\]

Denote \(w_1 = (w_2, w_3, \ldots, w_T)\) and \(w_1 \in \mathcal{W}_1 \equiv \mathcal{W}_2 \times \cdots \times \mathcal{W}_T\). The result in Eq. \((A.4)\) holds for every \((y,x,\bar{w}_1) \in \mathcal{Y} \times \mathcal{X} \times \bar{W}_1\). As such, we can utilize a positive weighting function \(\Omega(y,x,\bar{w}_1)\). Multiplying the equation by \(\Omega(y,x,\bar{w}_1)\), integrating out the variables \((y,x,\bar{w}_1)\) over the domain, and then interchanging the integrations, we obtain

\[
(A.5) \quad \int_{\mathcal{Y} \times \mathcal{X} \times \bar{w}_1} \left[ -\lambda_0 \int_{\mathcal{W}} e^{-i\sum_{k=1}^{K_2} \lambda_k \bar{w}_k} f_{y|x,\bar{w}}(y|x,\bar{w}) d\bar{w} \right] \Omega(y,x,\bar{w}_1) dy dx d\bar{w}_1 = \phi_v(\xi) \int_{\mathcal{Y} \times \mathcal{X} \times \bar{w}_1} e^{-i\xi c} f_{y|x,c}(y|x,c;\theta_0) \Omega(y,x) dy dx dc,
\]

where \(f_{y|x,\bar{w}}(y|x,\bar{w}) d\bar{w}_1 = \Omega(y,x)\).

Assumptions \((2.4)\) (i) & (ii) imply that the Fourier transforms other than \(\phi_v(\xi)\) in Eq. \((A.5)\) are well-defined. By Assumption \((2.4)\) (iii), dividing both sides of Eq. \((A.5)\) by \(\int_{\mathcal{Y} \times \mathcal{X} \times \bar{w}_1} e^{-i\xi c} f_{y|x,c}(y|x,c;\theta_0) \Omega(y,x) dy dx dc\) yields the Fourier transform of the remainder term \(V\) in the CRE assumption,

\[
(A.6) \quad \phi_v(\xi) = \frac{-\lambda_0 \int_{\mathcal{Y} \times \mathcal{X} \times \bar{w}_1} e^{-i\sum_{k=1}^{K_2} \lambda_k \bar{w}_k} f_{y|x,\bar{w}}(y|x,\bar{w}) \Omega(y,x,\bar{w}_1) dy dx d\bar{w}}{\int_{\mathcal{Y} \times \mathcal{X} \times \bar{w}_1} e^{-i\xi c} f_{y|x,c}(y|x,c;\theta_0) \Omega(y,x) dy dx dc}.
\]

Let \(\alpha = (\theta, \lambda)\). With the correctly specified parametric family \((f_{y|x,c}(y|x,c;\theta) | \theta \in \Theta)\) and CRE condition in Assumption \((2.2)\) we can use Assumption \((2.4)\) to extend Eq. \((A.6)\) to all \(\alpha \in \Theta \times \Lambda\) to obtain a potential semi-parametric family of functions connected to the Fourier transforms of the distribution of the remainder term \(v\) in the following form

\[
(A.7) \quad \phi_v(\alpha) = \frac{-\lambda_1 \int_{\mathcal{Y} \times \mathcal{X} \times \bar{w}_1} e^{-i\sum_{k=1}^{K_2} \lambda_k \bar{w}_k} f_{y|x,\bar{w}}(y|x,\bar{w}) \Omega(y,x,\bar{w}_1) dy dx d\bar{w}}{\int_{\mathcal{Y} \times \mathcal{X} \times \bar{w}_1} e^{-i\xi c} f_{y|x,c}(y|x,c;\theta) \Omega(y,x) dy dx dc}.
\]
where $\phi_{v;0}(\xi) = \phi_v(\xi)$. Notice that the terms in the numerator and denominator of the fraction in Eq. (A.6) are known. While the term in the numerator can be estimated directly from data, the term in the denominator can be constructed by the parametric panel data density function $f_{Y_t|X_t,C}(y_t|x_t,c;\theta)$.

Applying the inverse Fourier transform to $\phi_{v;0}(\xi)$ yields a semi-parametric family of the function of $V$ as

$$f_{v;0}(v) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i\xi v} \phi_{v;0}(\xi) d\xi.$$

Under Assumption 2.5(ii), the Fourier transform $\phi_v(\cdot)$ belongs to $L^1(\mathbb{R})$ and we can apply the Fourier inversion theorem to obtain $f_{v;0}(v) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i\xi v} \phi_{v;0}(\xi) d\xi = f_V(v)$. This suggests that the PDF of the remainder term $V$, $f_V(v)$, needs to be expressed in terms of $\phi_v(\cdot)$ by means of the Fourier inversion formula. The following Fourier inversion theorem comes from Chapter 7.5 in Folland (2009):

**Proposition A.1. (Fourier Inversion Theorem)** Suppose $\hat{f}$ is the Fourier transform of $f$. If $f$ and $\hat{f}$ are both integrable and $f$ is continuous, then

$$f(x) = (2\pi)^{-n} \int_{\mathbb{R}^n} e^{ix\cdot\xi} \hat{f}(\xi) d\xi.$$

(A.9)

In order to show which function space satisfies the Fourier inversion theorem, we introduce the Schwartz class $\mathcal{S}(\mathbb{R}^n)$ as follows. Given an $n \times 1$ vector of nonnegative integers, $a = (a_1,\ldots,a_n)'$, denote $[a] = a_1 + \ldots + a_n$, and let $D^a$ denote the differential operator defined by $D^a = \frac{\partial^{[a]}}{\partial x_1^{a_1} \cdots \partial x_n^{a_n}}$. The space $\mathcal{S}(\mathbb{R}^n)$ is a collection of smooth functions $g(x)$ such that for all multi-indices $a,b$,

$$\sup_{x \in \mathbb{R}^n} |x^a D^b g(x)| = c_{a,b}(g) < \infty,$$

where $x = (x_1,\ldots,x_n)'$ and $x^a = x_1^{a_1} \cdots x_n^{a_n}$. $\mathcal{S}(\mathbb{R}^n)$ contains those smooth functions with compact support, and functions with infinite supports like $e^{-|x|^2}$. The following result comes from Proposition 1.1 of Chapter X in Torchinsky (2012):

**Proposition A.2. (Fourier Inversion Formula)** Suppose $f \in \mathcal{S}(\mathbb{R}^n)$ and $\hat{f}$ is its Fourier transform. Then

$$f(x) = (2\pi)^{-n} \int_{\mathbb{R}^n} e^{ix\cdot\xi} \hat{f}(\xi) d\xi.$$

(A.11)

Next, we will try to connect this semi-parametric family of unobservable $V$ to a parametric family of density functions of observable variables and then use sample observations of the observable variables
to pin down the population parameter \((\theta_0, \lambda_0)\). Integrating out \(f_{V, \alpha}(c - \overline{w}\lambda)\) over the domain \(\mathcal{C}\) yields

\[
(A.12) \quad c_a(\overline{w}) \equiv \int_\mathcal{C} f_{V, \alpha}(c - \overline{w}\lambda) dc,
\]

where \(c_{a_0}(\overline{w}) = \int_\mathcal{C} f_{V, a_0}(c - \overline{w}\lambda_0) dc = \int_\mathcal{C} f_Y(c - \overline{w}\lambda_0) dc = 1\). Use the scale factor \(c_a(\overline{w})\) to normalize \(f_{V, \alpha}\) to construct the following semi-parametric family of conditional density functions of the unobserved heterogeneity

\[
(A.13) \quad f_{C|\overline{W}}(c|\overline{w}; \alpha) = \frac{1}{c_a(\overline{w})} f_{V, \alpha}(c - \overline{w}\lambda)
\]

such that \(f_{C|\overline{W}}(c|\overline{w}; a_0) = \frac{1}{c_{a_0}(\overline{w})} f_Y(c - \overline{w}\lambda_0) = f_Y(c - \overline{w}\lambda_0)\).

Note that when \(\mathcal{C} = \mathbb{R}\), the scale factor \(c_a(\overline{w})\) has a simpler expression. The last term of the integrand in Eq. (A.12) becomes \(\frac{1}{2\pi} \int_\mathcal{C} e^{-i\xi c} dc = \frac{1}{2\pi} \int_\mathcal{C} e^{-i\xi c} dc = \delta(\xi)\) where \(\delta(\xi)\) is the Dirac delta function and it is the Fourier transform of a constant function. The important property of the delta function is that \(\int f(\xi)\delta(\xi) dt = f(0)\) for all continuous and compactly supported functions \(f(\cdot)\). With this property, if \(\phi_{V, \alpha}(\xi)\) is continuous compactly supported then Eq. (A.12) can be further reduced as

\[
(A.14) \quad c_a(\overline{w}) = \int_{-\infty}^{\infty} \left( e^{i\overline{w}\lambda}\phi_{V, \alpha}(\xi) \right) \left( \frac{1}{2\pi} \int_\mathcal{C} e^{-i\xi c} dc \right) d\xi = \phi_{V, \alpha}(0).
\]

**Proof of Lemma 2.1** First, by Assumptions 2.2(i) & (ii), 2.3(i) (ii) & (iii), 2.4, and 2.5(ii), \(f_{C|\overline{W}}(c|\overline{w}; \alpha)\) is well defined. Then, Assumption 2.5(i) & (ii) implies that \(f_{C|\overline{W}}(c|\overline{w}; \alpha)\) is continuous for all \(\alpha\) and is nonnegative for \(\alpha\) in some open neighborhood of \(a_0\). With the definition of \(c_a(\overline{w})\) in Eq. (A.12), we can obtain that the integration of \(f_{C|\overline{W}}(c|\overline{w}; \alpha)\) over the domain \(\mathcal{C}\) is equal to one. \(Q.E.D.\)

Combining this semi-parametric PDF with the parametric known density functions \(f_{Y|X,C}(y|x, c; \theta)\) leads to the following semi-parametric function of observable variables:

\[
(A.15) \quad f(y|x, \overline{w}; \alpha) = \int_\mathcal{C} f_{Y|X,C}(y|x, c; \theta) f_{C|\overline{W}}(c|\overline{w}; \alpha) dc.
\]

Integrating out \(f(y|x, \overline{w}; \alpha)\) over the domain \(\mathcal{W}\) and interchanging the integrations yields

\[
\int_\mathcal{W} f(y|x, \overline{w}; \alpha) dy = \int_\mathcal{C} \left( \int_\mathcal{W} f_{Y|X,C}(y|x, c; \theta) dy \right) f_{C|\overline{W}}(c|\overline{w}; \alpha) dc
\]

\[
= \int_\mathcal{C} f_{C|\overline{W}}(c|\overline{w}; \alpha) dc = 1.
\]

Under a general framework of conditional maximum likelihood estimation, we have the following result.
Lemma A.1. If $a_0$ is identified and $E \left[ \log f(Y|X,W;a) \bigg| X=x, W=w \right] < \infty$ for all $a$ and for all $(x,w) = \mathcal{X} \times \mathcal{W}$, then $K(a;x,w)$ has a unique maximum at $a_0$ for all $(x,w) \in \mathcal{X} \times \mathcal{W}$.

Proof: The proof uses Jensen’s inequality. For $a \neq a_0$,

$$K(a;x,w) = E \left[ \log \left( \frac{f(Y|X,W,a)}{f(Y|X,W;a_0)} \right) \bigg| X=x, W=w \right]$$

$$< \log E \left[ \frac{f(Y|X,W,a)}{f(Y|X,W;a_0)} \bigg| X=x, W=w \right]$$

$$= \log \left( \int_y f(Y|X,W,a) \, dy \right)$$

$$= \log 1 = 0$$

where we have used the strict concavity of $\log(\cdot)$. Q.E.D.

Differentiating Eq. (A.16) with respect to $a_j$ and evaluating at $a_0$ yields

$$0 = \int_y \frac{\partial}{\partial a_j} f(Y|X,W;a) \bigg|_{a=a_0} \, dy = E \left[ \frac{\partial}{\partial a_j} f(Y|X,W,a) \bigg|_{a=a_0} \right] \bigg| X=x, W=w = \frac{\partial K(a;x,w)}{\partial a_j} \bigg|_{a=a_0}$$

Applying the above result to Eq. (B.4), we have $\frac{\partial}{\partial a} K(a;x,w) \big|_{a=a_0} = 0$. Similarly, differentiating Eq. (A.16) twice and applying the result to the second derivative of $K(a;x,w)$, the matrix of the second derivatives can be written as minus outer product of the gradient of the log likelihood:

$$K''(a_0;x,w) = -E \left[ \frac{\partial}{\partial a} \log f(Y|X,W;a) \bigg|_{a=a_0} \cdot \frac{\partial}{\partial a} \log f(Y|X,W;a) \bigg|_{a=a_0} \right] \bigg| X=x, W=w$$

Proof of Theorem 2.1: First we have discussed that the semi-parametric density function of observable variables in Eq. (A.16) is well defined using Assumptions 2.2(i) & (ii), 2.3(i) (ii) & (iii), 2.4, and 2.5(i) & (ii). We next proceed to prove the identification result of $a_0$ using concavity of conditional Kullback-Leibler information criterion in Assumption 2.6, i.e., the second derivative of $K(a;x,w)$ in Eq. (16) is negative definite. Applying the identification result of $a_0$ to Eq. (A.8) leads to the identification of the density $f_Y(\cdot)$.

Q.E.D.

A.1. Summary of Identification Steps

In this subsection, we present a heuristic sketch of how to utilize CRE specification and the two properties of the Fourier transform: (i) the Fourier transform of the convolution of the two functions is the product of their individual Fourier transforms, and (ii) the Fourier inversion formula to construct an internal consistent likelihood function.
There are four steps toward the construction of the internally consistent average likelihood function and we start with the parametric density function, $f_{Y_t|X_t,C;\theta}$.

**Step 1: A convolution-type function.**
Under Assumptions 2.2 and 2.3 we use the law of total probability to obtain Eq. (A.1). This equation takes the form of a convolution-type function:

$$f \ast g(w) = \int f(w - c)g(c)dc.$$

**Step 2: Apply the Fourier transform.**
Under Assumption 2.4 we apply the Fourier transform to the convolution-type function in the first step to have the product of the Fourier transforms in Eq. (A.5) and then extend the relationship to parameters other than the true parameter to obtain the semi-parametric function in Eq. (A.7).

**Step 3: Apply the inverse Fourier transform.**
Under Assumption 2.5 the inverse Fourier transform is applicable and we can recover the semi-parametric distribution of the unobserved heterogeneity in Eq. (A.13) using the inverse transform and normalization.

**Step 4: Construct an internally consistent average likelihood.**
We can then combine the semi-parametric distribution of the unobserved heterogeneity in Step 3 with the parametric panel data models to obtain the internally consistent average likelihood Eq. (B.1).

### B. Primitive Conditions for Assumption 2.6

The internally consistent semi-parametric density of observable variables has the following form:

$$f(y|x,\overline{w};\alpha) = \int f_{Y|X,C}(y|x,c;\theta)f_{C|W}(c|\overline{w};\alpha)dc,$$

where $f_{C|W}(c|\overline{w};\alpha) = \frac{1}{2\pi c_\alpha} e^{-i\lambda(c-\pi\lambda)} \phi_{v;\alpha}(\zeta) d\zeta$ with

$$\phi_{v;\alpha}(\zeta) = \frac{-\lambda_1 \int_{\mathcal{Y} \times \mathcal{X} \times \mathcal{C}} e^{-i\sum_{k \neq 1} \lambda_k \overline{w}_k} f_{Y|X,C}(y|x,c;\theta) \Omega(y,x,\overline{w}_{-1}) dydxd\overline{w}}{\int_{\mathcal{Y} \times \mathcal{X} \times \mathcal{C}} e^{-i\lambda c} f_{Y|X,C}(y|x,c;\theta) \Omega(y,x) dydxdc}. $$

For illustrate, we consider $\alpha = (\theta_1, \lambda_1, \lambda_2)$, i.e. $\theta$ is a scalar and $\lambda$ is a $2 \times 1$ vector. Similar lines of argument show that the same conclusion holds for general cases. The scale factor can be written as
follows:

\( e_{\alpha}(\overline{w}) \equiv \int_{\xi} f_{\nu,\alpha}(c - \overline{w})d\xi = \frac{1}{2\pi} \int_{-\infty}^{\overline{w}} \int_{-\infty}^{\infty} e^{-i\xi(c - 0)} \phi_{\nu,\alpha}(\xi)d\xi d\xi \)

\( = \int_{-\infty}^{\overline{w}} \left( \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i\xi(\overline{w} - \nu)} d\xi \right) e^{i\xi\overline{w}} \phi_{\nu,\alpha}(\xi)d\xi. \)

The gradient of the log likelihood at the true value \( \alpha_0 \) in this simple case is

\[
\frac{\partial}{\partial \alpha} \log f(Y|X, \overline{W}; \alpha_0) = \frac{1}{f(Y|X, \overline{W}; \alpha_0)} \left( \frac{\partial}{\partial \theta_1} f(Y|X, \overline{W}; \alpha_0) \frac{\partial}{\partial \alpha} f(Y|X, \overline{W}; \alpha_0) \frac{\partial}{\partial \alpha} f(Y|X, \overline{W}; \alpha_0) \right)^	op,
\]

with

\[
\frac{\partial}{\partial \theta_1} f(Y|X, \overline{W}; \alpha_0) = \int_{\xi} \frac{\partial}{\partial \theta_1} f(Y|X, \overline{W}; \alpha_0) f_{C\overline{W}}(c|\overline{W}; \alpha_0) dc
\]

\[
+ \int_{\xi} f_{Y|X,C}(y|x, c; \theta_0) \frac{\partial}{\partial \theta_1} f_{C\overline{W}}(c|\overline{W}; \alpha_0) \text{dc,}
\]

related to \( f(y|x, \overline{w}) \) and \( f_{Y|X,C}(y|x, c; \theta) \)

\[
\frac{\partial}{\partial \lambda_1} f(Y|X, \overline{W}; \alpha_0) = \int_{\xi} f_{Y|X,C}(y|x, c; \theta_0) \frac{\partial}{\partial \lambda_1} f_{C\overline{W}}(c|\overline{W}; \alpha_0) dc,
\]

\[
\frac{\partial}{\partial \lambda_2} f(Y|X, \overline{W}; \alpha_0) = \int_{\xi} f_{Y|X,C}(y|x, c; \theta_0) \frac{\partial}{\partial \lambda_2} f_{C\overline{W}}(c|\overline{W}; \alpha_0) dc.
\]

Compared with the conventional CRE approach that \( V \sim N(0, 1) \), and \( f_{C\overline{W}}(c|\overline{w}; \lambda) = \phi(c - \overline{w} \lambda) \) where \( \phi(\cdot) \) denotes the density function of standard normal, the derivative term \( \frac{\partial}{\partial \lambda_1} f_{C\overline{W}}(c|\overline{w}; \alpha) \) in Eq. (B.5) in our model is generally non-zero and related to the sample density and the proposed model. This implies that the term \( \int_{\xi} f_{Y|X,C}(y|x, c; \theta_0) \frac{\partial}{\partial \lambda_1} f_{C\overline{W}}(c|\overline{w}; \alpha_0) \) in our model is used to accommodate the modelling of the panel data structure \( f_{Y|X,C}(y|x, c; \theta) \) and the distribution of the unobserved heterogeneity.

To provide a more primitive condition on the densities, we need to write out the derivatives of the composite distribution of the unobserved heterogeneity \( \frac{\partial}{\partial \theta_1} f_{C\overline{W}}(c|\overline{w}; \alpha), \frac{\partial}{\partial \lambda_1} f_{C\overline{W}}(c|\overline{w}; \alpha), \text{and} \frac{\partial}{\partial \lambda_2} f_{C\overline{W}}(c|\overline{w}; \alpha) \) at the true
value $a_0$, where $f_{C|W,\alpha} = f_{C|W}(c|\bar{w};\alpha)$. We have

\[
\frac{\partial \phi_{v;\alpha}(\xi)}{\partial \theta_1} = \phi_{v;\alpha}(\xi) \times - \frac{\int_{\mathcal{Y} \times \mathcal{X} \times \mathcal{C}} e^{-i\xi c} \frac{\partial f_{Y|X,C}(y|x,c;\theta)}{\partial \theta_1} \Omega(y,x)dydx dc}{\int_{\mathcal{Y} \times \mathcal{X} \times \mathcal{C}} e^{-i\xi c} f_{Y|X,C}(y|x,c;\theta) \Omega(y,x)d ydx dc} \equiv \phi_{v;\alpha}(\xi) \gamma_{\theta_1}(\xi;\theta),
\]

\[
\frac{\partial \phi_{v;\alpha}(\xi)}{\partial \lambda_1} = \frac{1}{\lambda_1} \phi_{v;\alpha}(\xi) + \frac{i \lambda_1 \xi \int_{\mathcal{Y} \times \mathcal{X} \times \mathcal{C}} e^{-i\xi \sum_{k=1}^{\lambda_k} w_k} f_{Y|X,C}(y|x,c;\theta) \Omega(y,x,d ydx d\bar{w})}{\int_{\mathcal{Y} \times \mathcal{X} \times \mathcal{C}} e^{-i\xi c} f_{Y|X,C}(y|x,c;\theta) \Omega(y,x)d ydx d\bar{w}} \equiv \frac{1}{\lambda_1} \phi_{v;\alpha}(\xi) + i \lambda_1 \xi \gamma_{\lambda_1}(\xi;\alpha),
\]

\[
\frac{\partial \phi_{v;\alpha}(\xi)}{\partial \lambda_2} = \frac{i \lambda_1 \xi \int_{\mathcal{Y} \times \mathcal{X} \times \mathcal{C}} e^{-i\xi \sum_{k=1}^{\lambda_k} w_k} f_{Y|X,C}(y|x,c;\theta) \Omega(y,x,d ydx d\bar{w})}{\int_{\mathcal{Y} \times \mathcal{X} \times \mathcal{C}} e^{-i\xi c} f_{Y|X,C}(y|x,c;\theta) \Omega(y,x)d ydx d\bar{w}} \equiv i \lambda_1 \xi \gamma_{\lambda_2}(\xi;\alpha).
\]

Notice that these derivatives are mainly stated in terms of the proposed parametric nonlinear panel data model $f_{Y|X,C}(y|x,c;\theta)$ and the density of observables $f_{Y|X,W}(y|x,\bar{w})$. These derivatives evaluated at the true parameter $a_0$ are

\[
\frac{\partial \phi_{v;a_0}(\xi)}{\partial \theta_1} = \phi_v(\xi) \gamma_{\theta_1}(\xi;\theta_0),
\]

\[
\frac{\partial \phi_{v;a_0}(\xi)}{\partial \lambda_1} = \frac{1}{\lambda_1} \phi_v(\xi) + i \lambda_0 \xi \gamma_{\lambda_1}(\xi;a_0),
\]

\[
\frac{\partial \phi_{v;a_0}(\xi)}{\partial \lambda_2} = i \lambda_0 \xi \gamma_{\lambda_2}(\xi;a_0).
\]
It follows that

(B.8) \[
\frac{\partial}{\partial \theta_1} f_{c|\Psi, a} = \frac{-1}{2\pi c_a(w)^2} \frac{\partial c_a(w)}{\partial \theta_1} \int_{-\infty}^{\infty} e^{-i\xi(c^{-\pi\lambda})} \phi_{c,a}(\xi) d\xi + \frac{1}{2\pi c_a(w)^2} \int_{-\infty}^{\infty} e^{-i\xi(c^{-\pi\lambda})} \frac{\partial \phi_{c,a}(\xi)}{\partial \theta_1} d\xi \\
= \frac{-1}{2\pi c_a(w)^2} \int_{-\infty}^{\infty} \left( \frac{1}{2\pi} \int_{0}^{\infty} e^{-i\xi(c\xi)\phi_{c,a}(\xi)} d\xi \right) \left( \int_{-\infty}^{\infty} e^{-i\xi(c^{-\pi\lambda})} \phi_{c,a}(\xi) d\xi \right) \\
+ \frac{1}{2\pi c_a(w)^2} \int_{-\infty}^{\infty} e^{-i\xi(c^{-\pi\lambda})} \phi_{c,a}(\xi) d\xi.
\]

(B.9) \[
\frac{\partial}{\partial \lambda_1} f_{c|\Psi, a} = \frac{-1}{2\pi c_a(w)^2} \frac{\partial c_a(w)}{\partial \lambda_1} \int_{-\infty}^{\infty} e^{-i\xi(c^{-\pi\lambda})} \phi_{c,a}(\xi) d\xi + \frac{1}{2\pi c_a(w)^2} \int_{-\infty}^{\infty} i\xi \frac{\partial \phi_{c,a}(\xi)}{\partial \lambda_1} d\xi \\
= \frac{-1}{2\pi c_a(w)^2} \int_{-\infty}^{\infty} \left( \frac{1}{2\pi} \int_{0}^{\infty} e^{-i\xi(c\xi)\phi_{c,a}(\xi)} d\xi \right) \left( \int_{-\infty}^{\infty} e^{-i\xi(c^{-\pi\lambda})} \phi_{c,a}(\xi) d\xi \right) \\
+ \frac{1}{2\pi c_a(w)^2} \int_{-\infty}^{\infty} i\xi \phi_{c,a}(\xi) d\xi + \frac{1}{2\pi c_a(w)^2} \int_{-\infty}^{\infty} e^{-i\xi(c^{-\pi\lambda})} \frac{\partial \phi_{c,a}(\xi)}{\partial \lambda_1} d\xi.
\]

(B.10) \[
\frac{\partial}{\partial \lambda_2} f_{c|\Psi, a} = \frac{-1}{2\pi c_a(w)^2} \int_{-\infty}^{\infty} \left( \frac{1}{2\pi} \int_{0}^{\infty} e^{-i\xi(c\xi)\phi_{c,a}(\xi)} d\xi \right) \left( \int_{-\infty}^{\infty} e^{-i\xi(c^{-\pi\lambda})} \phi_{c,a}(\xi) d\xi \right) \\
+ \frac{1}{2\pi c_a(w)^2} \int_{-\infty}^{\infty} \xi w_2 \phi_{c,a}(\xi) d\xi + \frac{1}{2\pi c_a(w)^2} \int_{-\infty}^{\infty} e^{-i\xi(c^{-\pi\lambda})} \frac{\partial \phi_{c,a}(\xi)}{\partial \lambda_2} d\xi.
\]
Therefore, the gradient of the log likelihood in Eq. (B.4) is expressed in terms of the population panel
(B.15)

\[ \frac{\partial}{\partial \alpha_0} f_{C|\mathcal{W},\alpha_0} = -\frac{1}{2\pi} \int_{-\infty}^{\infty} \left( \frac{1}{2\pi} \int_{\mathcal{C}} e^{-i\xi c} dc \right) e^{i\xi \mathcal{W}_0 c} \phi_0(c) \gamma_0(\xi; \theta_0) d\xi + \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i\xi \mathcal{W}_0 c} \phi_0(c) \gamma_0(\xi; \theta_0) d\xi, \]

(B.12)

\[ \frac{\partial}{\partial \lambda_1} f_{C|\mathcal{W},\alpha_0} = -\frac{1}{2\pi} \left( \int_{-\infty}^{\infty} \left( \frac{1}{2\pi} \int_{\mathcal{C}} e^{-i\xi c} dc \right) e^{i\xi \mathcal{W}_0 c} \phi_0(c) \frac{\partial \phi_{C|\alpha_0}(c)}{\partial \lambda_1} d\xi \right) \int_{-\infty}^{\infty} e^{-i\xi \mathcal{W}_0 c} \phi_0(c) d\xi + \frac{1}{2\pi} \int_{-\infty}^{\infty} i\xi \mathcal{W}_0 e^{-i\xi \mathcal{W}_0 c} \phi_0(c) d\xi + \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i\xi \mathcal{W}_0 c} \frac{\partial \phi_{C|\alpha_0}(c)}{\partial \lambda_1} d\xi, \]

(B.13)

\[ \frac{\partial}{\partial \lambda_2} f_{C|\mathcal{W},\alpha_0} = -\frac{1}{2\pi} \left( \int_{-\infty}^{\infty} \left( \frac{1}{2\pi} \int_{\mathcal{C}} e^{-i\xi c} dc \right) e^{i\xi \mathcal{W}_0 c} \phi_0(c) \frac{\partial \phi_{C|\alpha_0}(c)}{\partial \lambda_2} d\xi \right) \int_{-\infty}^{\infty} e^{-i\xi \mathcal{W}_0 c} \phi_0(c) d\xi + \frac{1}{2\pi} \int_{-\infty}^{\infty} i\xi \mathcal{W}_0 e^{-i\xi \mathcal{W}_0 c} \phi_0(c) d\xi + \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i\xi \mathcal{W}_0 c} \frac{\partial \phi_{C|\alpha_0}(c)}{\partial \lambda_2} d\xi. \]

where \( c_{\alpha_0}(\mathcal{W}) = 1 \), and \( \phi_{C|\alpha_0}(c) = \phi_0(c) \).

When \( \mathcal{C} = \mathbb{R} \), or the domain of \( C \) is a real line. Then, using the relationship in Eq. (A.14) we obtain

(B.14)

\[ f_{C|\mathcal{W}^0(c|\mathcal{W}; \alpha)} = \frac{1}{2\pi \phi_0(0)} \int_{-\infty}^{\infty} e^{-i\xi \mathcal{W}_0 c} \phi_0(c) d\xi. \]

Applying the relations \( \frac{1}{2\pi} \int_{\mathcal{C}} e^{-i\xi c} dc = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i\xi c} dc = \delta(c) \) and \( \int f(c) \delta(c) dt = f(0) \) into Eqs. (B.11)-(B.13) yields

(B.15)

\[ \frac{\partial}{\partial \alpha_0} f_{C|\mathcal{W},\alpha_0} = -\frac{1}{2\pi} \phi_0(0) \gamma_0(0; \theta_0) \int_{-\infty}^{\infty} e^{-i\xi \mathcal{W}_0 c} \phi_0(c) d\xi + \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i\xi \mathcal{W}_0 c} \phi_0(c) \gamma_0(\xi; \theta_0) d\xi, \]

\[ = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i\xi \mathcal{W}_0 c} \phi_0(c) \left( \gamma_0(\xi; \theta_0) - \gamma_0(0; \theta_0) \right) d\xi, \]

\[ \frac{\partial}{\partial \lambda_1} f_{C|\mathcal{W},\alpha_0} = -\frac{1}{2\pi \lambda_1} \phi_0(0) \int_{-\infty}^{\infty} e^{-i\xi \mathcal{W}_0 c} \phi_0(c) d\xi + \frac{1}{2\pi} \int_{-\infty}^{\infty} i\xi \mathcal{W}_0 e^{-i\xi \mathcal{W}_0 c} \phi_0(c) d\xi + \frac{1}{2\pi} \int_{-\infty}^{\infty} i\xi \mathcal{W}_0 e^{-i\xi \mathcal{W}_0 c} \phi_0(c) d\xi \]

\[ = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i\xi \mathcal{W}_0 c} \left( i\xi \mathcal{W}_0 + i\lambda_0 \gamma_0(\xi; \theta_0) \right) d\xi, \]

\[ \frac{\partial}{\partial \lambda_2} f_{C|\mathcal{W},\alpha_0} = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i\xi \mathcal{W}_0 c} \left( i\xi \mathcal{W}_0 + i\lambda_0 \gamma_0(\xi; \theta_0) \right) d\xi. \]

Therefore, the gradient of the log likelihood in Eq. (B.4) is expressed in terms of the population panel data model \( f_{Y|X,X,C}(y|x,c; \theta_0) \) and the density of observables \( f_{Y|X,\mathcal{W}}(y|x,\mathcal{W}) \). The negative definiteness of the information matrix in Assumption 2.6 is equivalent to the positive definiteness of the outer product of the gradient of the log likelihood. The property of the positive definiteness can be imposed by choosing the outer product \( E \left[ \frac{\partial}{\partial \alpha_0} \log f(Y|X,\mathcal{W}; \alpha_0) \cdot \frac{\partial}{\partial \alpha_0} \log f(Y|X,\mathcal{W}; \alpha_0) \right| X = x, \mathcal{W} = \mathcal{W} \] as a strictly diagonally
dominant matrix. To provide a more transparent condition, define the vector of the derivatives of the average likelihood as follows:

(B.16) \[ D f(y|x, \bar{w}; \alpha_0) = \begin{pmatrix}
\int_C \frac{\partial}{\partial \theta} f_{YXC}(y|x,c;\theta_0) f_{C|\bar{w}}(c|\bar{w};\alpha_0) dc \\
\int_C f_{YXC}(y|x,c;\theta_0) \frac{\partial}{\partial \theta} f_{C|\bar{w}}(c|\bar{w};\alpha_0) dc \\
\int_C f_{YXC}(y|x,c;\theta_0) \frac{\partial}{\partial \lambda} f_{C|\bar{w}}(c|\bar{w};\alpha_0) dc \\
\int_C f_{YXC}(y|x,c;\theta_0) \frac{\partial}{\partial \lambda} f_{C|\bar{w}}(c|\bar{w};\alpha_0) dc
\end{pmatrix}. \]

The detailed formulas of \( \frac{\partial}{\partial \theta} f_{C|\bar{w}}(c|\bar{w};\alpha_0) \), \( \frac{\partial}{\partial \lambda} f_{C|\bar{w}}(c|\bar{w};\alpha_0) \), and \( \frac{\partial}{\partial \lambda} f_{C|\bar{w}}(c|\bar{w};\alpha_0) \) are in Eqs. (B.11)-(B.13) respectively.

**Definition B.1.** A square matrix \( A = [a_{ij}] \) is strictly diagonally dominant if

\[ |a_{ii}| > \sum_{j \neq i} |a_{ij}| \quad \text{for all } i. \]

**Assumption B.1.** (Strictly Diagonally Dominant)

Assume that every element of \( D f(y|x, \bar{w}; \alpha_0) \) is non-zero and the outer product of the derivatives of the average likelihood

(B.17) \[ E\left[ D f(y|x, \bar{w}; \alpha_0) \cdot D f(y|x, \bar{w}; \alpha_0) \right| X = x, \bar{W} = \bar{w} \]

is strictly diagonally dominant.

Assumption [B.1] implies that the expectation of the squared term of each derivative of the average likelihood is larger than the sum of the expectation of the magnitudes of the products of the derivative and other derivatives of the average likelihood. It is straightforward to verify that Assumption [B.1] implies that every element of the gradient of the log likelihood \( \frac{\partial}{\partial \alpha} \log f(Y|X, \bar{W}; \alpha_0) \) is non-zero and its outer product strictly diagonally dominant. Because every diagonal element of the matrix \( E\left[ \frac{\partial}{\partial \alpha} \log f(Y|X, \bar{W}; \alpha_0) \cdot \frac{\partial}{\partial \alpha} \log f(Y|X, \bar{W}; \alpha_0) \right| X = x, \bar{W} = \bar{w} \] is positive, symmetric, and strictly diagonally dominant, the matrix is positive definite. \[\text{[15]}\] Thus, Assumption [B.1] is intuitive and provides a sufficient condition for Assumption 2.6.

**C. Sieve Maximum Likelihood Estimators**

In this section, we give the expression of the limiting distribution of \( \hat{\theta} \) and give sufficient conditions. The results for \( \lambda \) are similar and we omit it.

\[\text{[15] The result can be found as Corollary 6.1.10. in \textit{Horn and Johnson} (1985).}\]
Let \( g = (\theta, \lambda, f_1) \) and \( g_0 = (\theta_0, \lambda_0, f_V) \). Let \( \mathcal{G} \) denote the space of \( g \) and \((\mathcal{G}, \| \cdot \|_\mathcal{G})\) be an infinite dimensional separable complete metric space. Let \( Z = (Y, X, \bar{W}) \) and \( \psi(Z, g) = \log f_{Y|X, \bar{W}}(y|x, \bar{w}; \theta, \lambda, f_1) \).

We have for all \( g, \psi(Z, g) - \psi(Z, g_0) \) are approximated by \( \Delta_\psi(Z, g_0)(g - g_0) \) such that \( \Delta_\psi(Z, g_0)(g - g_0) \) is linear in \( g - g_0 \). Specifically, in our case, we have

\[
\Delta_\psi(Z, g_0)(g - g_0) = \frac{1}{f_\theta f_{Y|X, \bar{W}}(y|x, \bar{w}; \theta_0)} \left\{ f_{Y|X, \bar{W}}(y|x, \bar{w}; \theta_0)(\theta - \theta_0) f_{\bar{W}}(\bar{w}; \lambda_0) \right\}
\]

For any \( v_1, v_2 \in \mathcal{G} - g_0 \), we define their inner product as

\[
\langle v_1, v_2 \rangle_\psi = \frac{-dE[\Delta_\psi(Z, g_0 + \tau v_1)|v_2]}{d\tau} \bigg|_{\tau=0}.
\]

The expression is tedious so we omit it. Note that we can use this inner product to define a norm on \( \mathcal{G} \) which is \( \| g_1 - g_2 \|_\psi^2 = \langle (g_1 - g_2), (g_1 - g_2) \rangle_\psi \).

For any \( g \in \mathcal{G} \) and for any \( \gamma \in \mathbb{R}^{d_\gamma} \), let \( \rho_\gamma(g) = \gamma^T \alpha \) so that \( d \rho_\gamma(g_0)(v) = d \rho(g_0 + \tau v)/d\tau |_{\tau=0} = \gamma^T v \), which is a linear functional of \( g \). By the Riesz representation theorem, there is a sieve Riesz representer \( v^* = (v_1^*, \ldots, v_{d_\gamma}^*) \in \mathcal{V}^{d_\gamma} \) where \( \mathcal{V} \) is the closed linear span of \( \mathcal{G} - g_0 \) such that for all \( v \in \mathcal{V} \)

\[
d \rho_\gamma(g_0)(v) = \langle \gamma^T v^*, v \rangle_\psi,
\]

and \( v_j^* \) satisfies that

\[
d \rho_j(g_0)(v) = \langle v_j^*, v \rangle_\psi,
\]

and \( \rho_j(g) = \alpha_j \) for \( j = 1, \ldots, d_\gamma \).

Define

\[
\sigma_\gamma^2 = Var\left(\gamma^T (\Delta_\psi(Z, g_0)[v_1^*], \ldots, \Delta_\psi(Z, g_0)[v_{d_\gamma}^*])\right) = \gamma^T \Omega \gamma,
\]

where \( \Omega = Var((\Delta_\psi(Z, g_0)[v_1^*], \ldots, \Delta_\psi(Z, g_0)[v_{d_\gamma}^*])). \) We have

\[
(C.1) \quad \frac{\gamma \sqrt{N(\hat{\alpha} - \alpha_0)}}{\sigma_\gamma^2} \overset{d}{\sim} \mathcal{N}(0, 1).
\]
Therefore, (C.1) implies that

\[
\sqrt{N}(\hat{\alpha} - \alpha_0) \xrightarrow{d} \mathcal{N}(0, \Omega),
\]

where \(\Omega\) is the asymptotic covariance matrix and \(\Omega = \text{Var}(\Delta_{\psi}(Z,g_0)v^*_1, \ldots, \Delta_{\psi}(Z,g_0)v^*_d))\). (C.2) gives the result we need.

We derive the limiting distribution of \(\sqrt{N}(\hat{\alpha} - \alpha_0)\). We first give conditions so that the estimator is consistent. Let \(\hat{g} \equiv (\hat{\alpha}, \hat{f}_1)\).

**Assumption C.1.** For any \(\epsilon > 0\), there exists a non-increasing positive sequence \(c_N(\epsilon)\) such that for all \(N \geq 1\), we have

\[
E[\psi(Z,g_0)] - \sup_{g \in \mathcal{G}_N : \|g - g_0\| \geq \epsilon} E[\psi(Z,g)] \geq c_N(\epsilon)
\]

and \(\liminf c_N(\epsilon) > 0\).

Define \(\mu_N(f) = N^{-1} \sum_{i=1}^N [f(Z_i) - E[f(Z_i)]\) which denotes the empirical process indexed by \(f\).

**Assumption C.2.** Assume that (i) for all \(N\), there exists some \(g_N \in \mathcal{G}_N\) such that \(|E[\psi(Z,g_N)] - E[\psi(Z,g_0)]| = o(1)\); (C.4)

(ii) \(\sup_{g \in \mathcal{G}_N} |\mu_N(\psi(Z,g))| = o_p(1)\).

**Theorem C.1.** Suppose Assumptions C.1 and C.2 hold. Then \(\|\hat{g} - g_0\| = o_p(1)\).

Let \(C\) denote a positive finite number. Define \(\mathcal{N}_{g,C} = \{g \in \mathcal{G} : \|g - g_0\| \leq C\}\) and \(\mathcal{N}_{g,N,C} = \{g \in \mathcal{G}_N : \|g - g_0\| \leq C\}\). By Theorem C.1, we have \(\hat{g} \in \mathcal{N}_{g,N,C}\) with probability approaching 1. Next, we give conditions to derive the convergence rate of \(\hat{g}\).

**Assumption C.3.** There exist some finite, positive and non-increasing sequences \(\delta_{1N}, \delta_{2N}, \) and \(\delta_{3N}\) that are all \(o(1)\) such that (i)

\[
\sup_{g \in \mathcal{N}_{g,N,C}} |\mu_N(\psi(Z,g)) - \psi(Z,g_0)| = O_p(\delta_{1N}^2);
\]

(ii) for all \(N\) large enough and for any \(\delta > 0\) small enough,

\[
E\left[\sup_{g \in \mathcal{N}_{g,N,C}} |\mu_N(\psi(Z,g)) - \psi(Z,g_0)| \right] \leq \frac{c_1 \phi_N(\delta)}{\sqrt{N}}
\]
where $c_1$ is some positive number and $\phi_N(\cdot)$ is some function such that $\delta^r \psi_N(\delta)$ is a decreasing function for some $v \in (0, 2)$;

(iii) $\delta_2^2 N \psi(\delta_2 N) \leq c_2 \sqrt{N}$ for some finite positive $c_2 > 0$; (iv) $\|g_N - g_o\|_\varphi = O(\delta_3 N)$.

**Theorem C.2.** Assumptions [C.7] [C.2] and [C.3] hold. Then we have $\|\hat{g} - g_o\| = O_p(c^*_N)$ where $c^*_N = \max\{\delta_1 N, \delta_2 N, \delta_3 N\} = o(1)$.

**Assumption C.4.** Assume that there exists $c_\psi < \infty$ such that $\|v\|_\psi \leq c_\psi \|v\|_\varphi$.

Let $\epsilon_N = c^*_N \cdot \delta_N$ with $\delta_N \to \infty$ such that $c_N$ remains $o_p(1)$. Let $\mathcal{G}_N = \mathcal{G} \times \mathcal{F}_{1 \cdot N}$. Let $\mathcal{N}_g = \{(g \in \mathcal{G} : \|g - g_o\|_\varphi \leq \epsilon_N)\}$ and $\mathcal{N}_g N = \mathcal{N}_g \cap \mathcal{G}_N$. It is true that $\hat{g} \in \mathcal{N}_g N$ with probability approaching one. Let $\Pi_N$ denote the projection of $g$ on $\mathcal{G}_N$ under the norm $\|\cdot\|_\psi$ and let $g_{o,N} = \Pi_N g_o$. Assumption C.4 implies that $g_{o,N} N \in \mathcal{N}_g N$.

$\Pi_N$ is also the projection of $v$ on $\mathcal{V}_N$ which is the closed linear span of $\mathcal{G}_N - g_{o,N}$. Let $v^*_N = (\Pi_N \cdot v_1^*, \ldots, \Pi_N \cdot v_d a^*) \in \mathcal{V}_N$. By construction, we have for all $v \in \mathcal{V}_N$

$$d \rho \gamma (g_o[v]) = \langle \gamma' v^*_N, v \rangle.$$

Let $\kappa_N$ denote a sequence of positive numbers and $\kappa_N = o(N^{-1/2})$. For any $g$, let $g^*_\lambda = g \pm \kappa_N \cdot \gamma' v^*_N$.

**Assumption C.5.** Assume that (i)

\[(C.7) \quad \sup_{g \in \mathcal{N}_g N} \left| \mu_N \left[ \psi(Z,g) - \psi(Z,g) - \Delta_\psi(Z,g) [\pm \kappa_N \cdot \gamma' v^*_N] \right] \right| = O\rho(\kappa^2_N), \]

\[(C.8) \quad \sup_{g \in \mathcal{N}_g N} \left| \mu_N \left[ \Delta_\psi(Z,g) [\gamma' v^*_N] - \Delta_\psi(Z,g_o) [\gamma' v^*_N] \right] \right| = O\rho(\kappa_N); \]

(ii) let $K_\psi(g) = E[\psi(Z,g) - \psi(Z,g_o)]$, then

\[(C.9) \quad \sup_{g \in \mathcal{N}_g N} \left| K_\psi(g) - K_\psi(g_o) - \frac{\|g^* - g_o\|_\psi^2 - \|g - g_o\|_\psi^2}{2} \right| = O\rho(\kappa^2_N); \]

(iii) $\kappa_N/c^*_N = o(1)$ and (iv) $\|v^*_N\|_\psi < \infty$ for all $j = 1, \ldots, d_a$.

**Theorem C.3.** Suppose Assumptions [C.1] [C.2] [C.3] [C.4] and [C.5] hold. Then

$$\lambda \sqrt{N}(\hat{a} - a_0) \stackrel{d}{\rightarrow} \mathcal{N}(0, \sigma^2 N) = \mathcal{N}(0, \gamma' \Omega \gamma).$$

The proofs of Theorems, [C.1] [C.2] and [C.3] follow the same arguments as [Chen, Liao, and Sun (2014)] and [Hahn, Liao, and Ridder (2018)], so we omit the details. By the Cramér-Wold theorem, Theorem C.3 implies that $\sqrt{N}(\hat{a} - a_0) \stackrel{d}{\rightarrow} \mathcal{N}(0, \Omega)$. 
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To make inference, one would need a consistent estimator for $\Omega$. The estimator is a sample analog. To be specific, for $j = 1, \ldots, d_a$, define the empirical Riesz representer $\widehat{\nu}_j$ as

$$d \rho_j(\widehat{\nu})[v] = (\widehat{\nu}_j, v)_N, \text{ where } (v_1, v_2)_N = \frac{1}{N} \sum_{i=1}^{N} \frac{d\Delta_{\psi}(Z_i, \widehat{\nu} + \tau v_1)[v_2]}{d\tau} \bigg|_{\tau = 0}.$$ 

A consistent estimator for $\widehat{\Omega}$ is given as

$$\widehat{\Omega} = \frac{1}{N} \sum_{i=1}^{N} \{\Delta_{\psi}(Z_i, \widehat{\nu})[\widehat{\nu}_1], \ldots, \Delta_{\psi}(Z_i, \widehat{\nu})[\widehat{\nu}_{d_a}]\}(\Delta_{\psi}(Z_i, \widehat{\nu})[\widehat{\nu}_1], \ldots, \Delta_{\psi}(Z_i, \widehat{\nu})[\widehat{\nu}_{d_a}]).$$

(C.10) The consistency of $\widehat{\Omega}$ can be proved by Theorem 4.1 of [Hahn, Liao, and Ridder, 2018]. More importantly, even if (C.10) looks complicated, one can apply Theorem 6.1 and Remark 6.1 of [Hahn, Liao, and Ridder, 2018] to use the variance estimator of the parametric MLE model when the sieve space is generated by a finite number of basis functions. To be specific, suppose that $f_1$ is approximated by $f_1(v; \beta)$ where $\beta$ is of $K(N)$ dimensions. Then we write

$$f_{Y|X, \widehat{\nu}}(y|x, \widehat{\nu}, \alpha, \beta) = \int_{\Theta} f_{Y|X, C}(y|x, c; \theta) f_1(c - \widehat{\nu} | \beta) dc.$$ 

and the sieve estimator is given by

$$\widehat{\nu}_1 = \arg \max_{\alpha, \beta} \frac{1}{N} \sum_{i=1}^{N} \log(f_{Y|X, \widehat{\nu}}(Y_i|X_i, \widehat{\nu]; \theta, \lambda, \beta)), \text{ and } \widehat{f}_1(v) = f_1(v; \widehat{\beta}).$$

Let $\hat{s}_i = \nabla \log(f_{Y|X, \widehat{\nu}}(Y_i|X_i, \widehat{\nu}; \alpha, \beta))$ and $\hat{H}_i = \nabla^2 \log(f_{Y|X, \widehat{\nu}}(Y_i|X_i, \widehat{\nu}; \alpha, \beta))$ be the gradient and the Hessian of $\log(f_{Y|X, \widehat{\nu}}(Y_i|X_i, \widehat{\nu}; \alpha, \beta))$ evaluated at $(\hat{\alpha}, \hat{\beta})$. Let $\hat{\Omega}$ be the variance matrix estimator of MLE estimator that is given by

$$\hat{\Omega} = \left(\frac{1}{N} \sum_{i=1}^{N} -\hat{H}_i\right)^{-1}\left(\frac{1}{N} \sum_{i=1}^{N} \hat{s}_i \hat{s}_i^\prime\right)\left(\frac{1}{N} \sum_{i=1}^{N} -\hat{H}_i\right)^{-1}.$$ 

Then the expression of $\widehat{\Omega}$ will be the upper-left $d_a \times d_a$ matrix of $\hat{\Omega}$. Equivalently, let $\hat{s}_{a,i}$ be the first $d_a$ row of the vector of $\hat{\Omega}^{-1} \cdot \hat{s}_i$ with $\hat{\Omega} = N^{-1} \sum_{i=1}^{N} -\hat{H}_i$, so $\widehat{\Omega}$ is given by $N^{-1} \sum_{i=1}^{N} \hat{s}_{a,i} \hat{s}_{a,i}^\prime$. 
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D. A Consistent Estimator for $\Omega_{d_i}$

In this section, we give a consistent estimator for $\Omega_{d_i}$. Recall that the parameter MLE estimator given in Section 4.1 is

$$(\hat{\alpha}_{pa}, \hat{\tau}_{pa}) \equiv \arg\max_{\alpha \in \mathcal{A}, \tau \in \mathcal{T}} \frac{1}{N} \sum_{i=1}^{N} f_{pa}(Y_i|X_i, \bar{W}_i; \alpha, \tau),$$

$$f_{pa}(y|x, \bar{w}; \alpha, \tau) = \int_{\mathcal{C}} f_{Y|X,C}(y|x, c; \theta) f_{V}(c - \bar{W} \lambda; \tau) dc.$$

Let $\hat{s}_{pa,i} = \nabla \log(f_{pa}(Y_i|X_i, \bar{W}_i; \alpha, \beta))$ and $\hat{H}_{pa,i} = \nabla^2 \log(f_{pa}(Y_i|X_i, \bar{W}_i; \alpha, \beta))$ be the gradient and the Hessian of $\log(f_{pa}(Y_i|X_i, \bar{W}_i; \alpha, \beta))$ evaluated at $(\hat{\alpha}_{pa}, \hat{\tau}_{pa})$. Let $\hat{V}_{pa}$ be the variance matrix estimator of MLE estimator that is given by

$$\hat{V}_{pa} = \left( \frac{1}{N} \sum_{i=1}^{N} -\hat{H}_{pa,i} \right)^{-1} \left( \frac{1}{N} \sum_{i=1}^{N} \hat{s}_{pa,i} \hat{s}'_{pa,i} \right) \left( \frac{1}{N} \sum_{i=1}^{N} -\hat{H}_{pa,i} \right)^{-1}.$$

Then the expression of $\hat{\Omega}_{pa}$ will be the upper-left $d_a \times d_a$ matrix of $\hat{V}_{pa}$. Equivalently, let $\hat{s}_{pa,a,i}$ be the first $d_a$ row of the vector of $\hat{H}_{pa,i}^{-1} \hat{s}_{pa,i}$ with $\hat{H}_{pa} = N^{-1} \sum_{i=1}^{N} -\hat{H}_{pa,i}$, so $\hat{\Omega}_{pa}$ is given by $N^{-1} \sum_{i=1}^{N} \hat{s}_{pa,a,i} \hat{s}'_{pa,a,i}$.

Given these results, a consistent estimator for $\Omega_{d_i}$ is given by

$$\hat{\Omega}_{d_i} = \frac{1}{N} \sum_{i=1}^{N} (\hat{s}_{pa,a,i} - \hat{s}_{a,i}) (\hat{s}_{pa,a,i} - \hat{s}_{a,i})'.$$
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Table 1: Simulations of Static Binary Models

<table>
<thead>
<tr>
<th></th>
<th>Infeasible</th>
<th>Conventional</th>
<th>Sieve ML</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\theta$</td>
<td>$\lambda$</td>
<td>$\theta$</td>
</tr>
<tr>
<td>True</td>
<td>-0.5</td>
<td>0.5</td>
<td>-0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DGP I:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.498</td>
<td>0.496</td>
<td>-0.501</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.052</td>
<td>0.053</td>
<td>0.070</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.052</td>
<td>0.053</td>
<td>0.070</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DGP II:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.502</td>
<td>0.493</td>
<td>-0.609</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.059</td>
<td>0.062</td>
<td>0.088</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.059</td>
<td>0.062</td>
<td>0.140</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DGP III:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.498</td>
<td>0.494</td>
<td>-0.595</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.059</td>
<td>0.061</td>
<td>0.085</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.059</td>
<td>0.061</td>
<td>0.127</td>
</tr>
</tbody>
</table>

Note: Standard deviations of the parameters are computed by the standard deviation of the estimates across 150 simulations.

Table 2: Simulations of Static Binary Models

<table>
<thead>
<tr>
<th></th>
<th>Infeasible</th>
<th>Conventional</th>
<th>Sieve ML</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\theta$</td>
<td>$\lambda$</td>
<td>$\theta$</td>
</tr>
<tr>
<td>True</td>
<td>-0.5</td>
<td>0.5</td>
<td>-0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DGP I:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.496</td>
<td>0.504</td>
<td>-0.496</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.036</td>
<td>0.043</td>
<td>0.046</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.036</td>
<td>0.043</td>
<td>0.046</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DGP II:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.498</td>
<td>0.503</td>
<td>-0.601</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.040</td>
<td>0.042</td>
<td>0.064</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.040</td>
<td>0.042</td>
<td>0.119</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DGP III:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.494</td>
<td>0.503</td>
<td>-0.582</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.041</td>
<td>0.042</td>
<td>0.058</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.041</td>
<td>0.042</td>
<td>0.100</td>
</tr>
</tbody>
</table>

Note: Standard deviations of the parameters are computed by the standard deviation of the estimates across 150 simulations.
Table 3: Simulation of the APE(\bar{x}) in Static Binary Models

<table>
<thead>
<tr>
<th>N=500</th>
<th>Infeasible Estimator</th>
<th>Conventional Estimator</th>
<th>Sieve ML Estimator</th>
</tr>
</thead>
<tbody>
<tr>
<td>DGP I:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.168</td>
<td>-0.143</td>
<td>-0.158</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.001</td>
<td>0.017</td>
<td>0.040</td>
</tr>
<tr>
<td>RMSE</td>
<td>–</td>
<td>0.017</td>
<td>0.041</td>
</tr>
<tr>
<td>DGP II:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.181</td>
<td>-0.113</td>
<td>-0.159</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.001</td>
<td>0.015</td>
<td>0.037</td>
</tr>
<tr>
<td>RMSE</td>
<td>–</td>
<td>0.026</td>
<td>0.043</td>
</tr>
<tr>
<td>DGP III:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.187</td>
<td>-0.116</td>
<td>-0.155</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.001</td>
<td>0.014</td>
<td>0.038</td>
</tr>
<tr>
<td>RMSE</td>
<td>–</td>
<td>0.024</td>
<td>0.049</td>
</tr>
</tbody>
</table>

Note: Standard deviations of the parameters are computed by the standard deviation of the estimates across 150 simulations.

Table 4: Simulation of the APE(\bar{x}) in Static Binary Models

<table>
<thead>
<tr>
<th>N=1000</th>
<th>Infeasible Estimator</th>
<th>Conventional Estimator</th>
<th>Sieve ML Estimator</th>
</tr>
</thead>
<tbody>
<tr>
<td>DGP I:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.168</td>
<td>-0.141</td>
<td>-0.151</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.001</td>
<td>0.011</td>
<td>0.027</td>
</tr>
<tr>
<td>RMSE</td>
<td>–</td>
<td>0.011</td>
<td>0.032</td>
</tr>
<tr>
<td>DGP II:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.181</td>
<td>-0.113</td>
<td>-0.146</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.001</td>
<td>0.011</td>
<td>0.027</td>
</tr>
<tr>
<td>RMSE</td>
<td>–</td>
<td>0.023</td>
<td>0.045</td>
</tr>
<tr>
<td>DGP III:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.188</td>
<td>-0.114</td>
<td>-0.152</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.001</td>
<td>0.011</td>
<td>0.028</td>
</tr>
<tr>
<td>RMSE</td>
<td>–</td>
<td>0.021</td>
<td>0.046</td>
</tr>
</tbody>
</table>

Note: Standard deviations of the parameters are computed by the standard deviation of the estimates across 150 simulations.
Table 5: Simulations of Dynamic Binary Models

<table>
<thead>
<tr>
<th></th>
<th>Infeasible</th>
<th>Conventional</th>
<th>Sieve ML</th>
</tr>
</thead>
<tbody>
<tr>
<td>N=500</td>
<td>γ</td>
<td>θ</td>
<td>λ</td>
</tr>
<tr>
<td>True DGP I:</td>
<td>-0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Mean</td>
<td>-0.503</td>
<td>0.504</td>
<td>0.494</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.108</td>
<td>0.062</td>
<td>0.092</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.107</td>
<td>0.062</td>
<td>0.092</td>
</tr>
<tr>
<td>DGP II:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.506</td>
<td>0.503</td>
<td>0.485</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.127</td>
<td>0.067</td>
<td>0.096</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.127</td>
<td>0.067</td>
<td>0.097</td>
</tr>
<tr>
<td>DGP III:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.505</td>
<td>0.502</td>
<td>0.486</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.117</td>
<td>0.069</td>
<td>0.093</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.116</td>
<td>0.069</td>
<td>0.093</td>
</tr>
</tbody>
</table>

Note: Standard deviations of the parameters are computed by the standard deviation of the estimates across 150 simulations.

Table 6: Simulations of Dynamic Binary Models

<table>
<thead>
<tr>
<th></th>
<th>Infeasible</th>
<th>Conventional</th>
<th>Sieve ML</th>
</tr>
</thead>
<tbody>
<tr>
<td>N=1000</td>
<td>γ</td>
<td>θ</td>
<td>λ</td>
</tr>
<tr>
<td>True DGP I:</td>
<td>-0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Mean</td>
<td>-0.496</td>
<td>0.496</td>
<td>0.499</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.093</td>
<td>0.052</td>
<td>0.067</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.093</td>
<td>0.052</td>
<td>0.067</td>
</tr>
<tr>
<td>DGP II:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.491</td>
<td>0.496</td>
<td>0.497</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.097</td>
<td>0.052</td>
<td>0.066</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.097</td>
<td>0.052</td>
<td>0.066</td>
</tr>
<tr>
<td>DGP III:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.496</td>
<td>0.496</td>
<td>0.499</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.093</td>
<td>0.052</td>
<td>0.067</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.093</td>
<td>0.052</td>
<td>0.067</td>
</tr>
</tbody>
</table>

Note: Standard deviations of the parameters are computed by the standard deviation of the estimates across 150 simulations.
Table 7: Simulation of the State Dependence in Dynamic Binary Models

<table>
<thead>
<tr>
<th>N=500</th>
<th>Infeasible Estimator</th>
<th>Conventional Estimator</th>
<th>Sieve ML Estimator</th>
</tr>
</thead>
<tbody>
<tr>
<td>DGP I: Mean</td>
<td>-0.134</td>
<td>-0.136</td>
<td>-0.138</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.003</td>
<td>0.035</td>
<td>0.030</td>
</tr>
<tr>
<td>RMSE</td>
<td>-</td>
<td>0.035</td>
<td>0.030</td>
</tr>
<tr>
<td>DGP II: Mean</td>
<td>-0.112</td>
<td>-0.156</td>
<td>-0.136</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.005</td>
<td>0.035</td>
<td>0.030</td>
</tr>
<tr>
<td>RMSE</td>
<td>-</td>
<td>0.056</td>
<td>0.039</td>
</tr>
<tr>
<td>DGP III: Mean</td>
<td>-0.111</td>
<td>-0.152</td>
<td>-0.137</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.004</td>
<td>0.037</td>
<td>0.030</td>
</tr>
<tr>
<td>RMSE</td>
<td>-</td>
<td>0.055</td>
<td>0.040</td>
</tr>
</tbody>
</table>

Note: Standard deviations of the parameters are computed by the standard deviation of the estimates across 150 simulations.

Table 8: Simulation of the State Dependence in Dynamic Binary Models

<table>
<thead>
<tr>
<th>N=1000</th>
<th>Infeasible Estimator</th>
<th>Conventional Estimator</th>
<th>Sieve ML Estimator</th>
</tr>
</thead>
<tbody>
<tr>
<td>DGP I: Mean</td>
<td>-0.134</td>
<td>-0.132</td>
<td>-0.141</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.002</td>
<td>0.026</td>
<td>0.028</td>
</tr>
<tr>
<td>RMSE</td>
<td>-</td>
<td>0.026</td>
<td>0.029</td>
</tr>
<tr>
<td>DGP II: Mean</td>
<td>-0.112</td>
<td>-0.150</td>
<td>-0.140</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.004</td>
<td>0.027</td>
<td>0.028</td>
</tr>
<tr>
<td>RMSE</td>
<td>-</td>
<td>0.047</td>
<td>0.040</td>
</tr>
<tr>
<td>DGP III: Mean</td>
<td>-0.110</td>
<td>-0.149</td>
<td>-0.141</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.003</td>
<td>0.027</td>
<td>0.028</td>
</tr>
<tr>
<td>RMSE</td>
<td>-</td>
<td>0.047</td>
<td>0.029</td>
</tr>
</tbody>
</table>

Note: Standard deviations of the parameters are computed by the standard deviation of the estimates across 150 simulations.
Table 9: Hausman-type Test for Normality: Empirical Size

<table>
<thead>
<tr>
<th></th>
<th>Static Binary Models</th>
<th>Dynamic Binary Models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N=500</td>
<td>N=1000</td>
</tr>
<tr>
<td>DGP I:</td>
<td>0.080</td>
<td>0.047</td>
</tr>
<tr>
<td>DGP II:</td>
<td>0.360</td>
<td>0.793</td>
</tr>
<tr>
<td>DGP III:</td>
<td>0.267</td>
<td>0.587</td>
</tr>
</tbody>
</table>

Note: The $p$-values of 0.05 of Chi-distributions for static models and dynamic models are 5.991 and 7.815 respectively. Empirical size refers to the fraction of rejections when using these values as the critical values.
### Table 10: Simulations of Two-Period Dynamic Count Models

<table>
<thead>
<tr>
<th>N=500</th>
<th>Infeasible</th>
<th>Conventional</th>
<th>Sieve ML</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>γ</td>
<td>θ</td>
<td>λ</td>
</tr>
<tr>
<td>True</td>
<td>-0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>DGP IV:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.508</td>
<td>0.506</td>
<td>0.501</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.034</td>
<td>0.070</td>
<td>0.059</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.035</td>
<td>0.070</td>
<td>0.059</td>
</tr>
<tr>
<td>DGP V:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.505</td>
<td>0.487</td>
<td>0.498</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.033</td>
<td>0.066</td>
<td>0.058</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.033</td>
<td>0.067</td>
<td>0.058</td>
</tr>
<tr>
<td>DGP VI:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.502</td>
<td>0.493</td>
<td>0.505</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.035</td>
<td>0.065</td>
<td>0.063</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.035</td>
<td>0.065</td>
<td>0.063</td>
</tr>
</tbody>
</table>

Note: Standard deviations of the parameters are computed by the standard deviation of the estimates across 150 simulations.

### Table 11: Simulations of Two-Period Dynamic Count Models

<table>
<thead>
<tr>
<th>N=500</th>
<th>Infeasible</th>
<th>Conventional</th>
<th>Sieve ML</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>γ</td>
<td>θ</td>
<td>λ</td>
</tr>
<tr>
<td>True</td>
<td>-0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>DGP IV:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.502</td>
<td>0.509</td>
<td>0.503</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.025</td>
<td>0.045</td>
<td>0.040</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.025</td>
<td>0.046</td>
<td>0.040</td>
</tr>
<tr>
<td>DGP V:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.500</td>
<td>0.502</td>
<td>0.500</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.024</td>
<td>0.044</td>
<td>0.044</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.024</td>
<td>0.044</td>
<td>0.044</td>
</tr>
<tr>
<td>DGP VI:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.504</td>
<td>0.502</td>
<td>0.502</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.025</td>
<td>0.046</td>
<td>0.044</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.025</td>
<td>0.046</td>
<td>0.044</td>
</tr>
</tbody>
</table>

Note: Standard deviations of the parameters are computed by the standard deviation of the estimates across 150 simulations.
### Table 12: Simulation of the APE(\(\bar{x}\)) in Two-Period Dynamic Count Models

<table>
<thead>
<tr>
<th>N=500</th>
<th>Infeasible Estimator</th>
<th>Conventional Estimator</th>
<th>Sieve ML Estimator</th>
</tr>
</thead>
<tbody>
<tr>
<td>DGP IV:</td>
<td>Mean: -0.127</td>
<td>-0.138</td>
<td>-0.161</td>
</tr>
<tr>
<td></td>
<td>Std. dev.: 0.003</td>
<td>0.014</td>
<td>0.040</td>
</tr>
<tr>
<td></td>
<td>RMSE: –</td>
<td>0.019</td>
<td>0.053</td>
</tr>
<tr>
<td>DGP V:</td>
<td>Mean: -0.127</td>
<td>-0.137</td>
<td>-0.161</td>
</tr>
<tr>
<td></td>
<td>Std. dev.: 0.003</td>
<td>0.013</td>
<td>0.039</td>
</tr>
<tr>
<td></td>
<td>RMSE: –</td>
<td>0.019</td>
<td>0.052</td>
</tr>
<tr>
<td>DGP VI:</td>
<td>Mean: -0.117</td>
<td>-0.136</td>
<td>-0.159</td>
</tr>
<tr>
<td></td>
<td>Std. dev.: 0.003</td>
<td>0.009</td>
<td>0.046</td>
</tr>
<tr>
<td></td>
<td>RMSE: –</td>
<td>0.023</td>
<td>0.062</td>
</tr>
</tbody>
</table>

Note: Standard deviations of the parameters are computed by the standard deviation of the estimates across 150 simulations.

### Table 13: Simulation of the APE(\(\bar{x}\)) in Two-Period Dynamic Count Models

<table>
<thead>
<tr>
<th>N=1000</th>
<th>Infeasible Estimator</th>
<th>Conventional Estimator</th>
<th>Sieve ML Estimator</th>
</tr>
</thead>
<tbody>
<tr>
<td>DGP IV:</td>
<td>Mean: -0.117</td>
<td>-0.137</td>
<td>-0.145</td>
</tr>
<tr>
<td></td>
<td>Std. dev.: 0.002</td>
<td>0.009</td>
<td>0.034</td>
</tr>
<tr>
<td></td>
<td>RMSE: –</td>
<td>0.016</td>
<td>0.038</td>
</tr>
<tr>
<td>DGP V:</td>
<td>Mean: -0.126</td>
<td>-0.137</td>
<td>-0.139</td>
</tr>
<tr>
<td></td>
<td>Std. dev.: 0.002</td>
<td>0.009</td>
<td>0.027</td>
</tr>
<tr>
<td></td>
<td>RMSE: –</td>
<td>0.016</td>
<td>0.030</td>
</tr>
<tr>
<td>DGP VI:</td>
<td>Mean: -0.127</td>
<td>-0.136</td>
<td>-0.140</td>
</tr>
<tr>
<td></td>
<td>Std. dev.: 0.002</td>
<td>0.009</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td>RMSE: –</td>
<td>0.023</td>
<td>0.039</td>
</tr>
</tbody>
</table>

Note: Standard deviations of the parameters are computed by the standard deviation of the estimates across 150 simulations.
### Table 14: Simulations of Four-Period Dynamic Count Models

<table>
<thead>
<tr>
<th>N=500</th>
<th>Infeasible</th>
<th>Conventional</th>
<th>Sieve ML</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\gamma$</td>
<td>$\theta$</td>
<td>$\lambda$</td>
</tr>
<tr>
<td>True</td>
<td>-0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>DGP IV:</td>
<td>Mean:</td>
<td>-0.501</td>
<td>0.499</td>
</tr>
<tr>
<td></td>
<td>Std. dev.:</td>
<td>0.021</td>
<td>0.023</td>
</tr>
<tr>
<td></td>
<td>RMSE:</td>
<td>0.021</td>
<td>0.023</td>
</tr>
<tr>
<td>DGP V:</td>
<td>Mean:</td>
<td>-0.500</td>
<td>0.502</td>
</tr>
<tr>
<td></td>
<td>Std. dev.:</td>
<td>0.020</td>
<td>0.020</td>
</tr>
<tr>
<td></td>
<td>RMSE:</td>
<td>0.020</td>
<td>0.020</td>
</tr>
<tr>
<td>DGP VI:</td>
<td>Mean:</td>
<td>-0.498</td>
<td>0.499</td>
</tr>
<tr>
<td></td>
<td>Std. dev.:</td>
<td>0.027</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td>RMSE:</td>
<td>0.027</td>
<td>0.025</td>
</tr>
</tbody>
</table>

Note: Standard deviations of the parameters are computed by the standard deviation of the estimates across 150 simulations.

### Table 15: Simulations of Four-Period Dynamic Count Models

<table>
<thead>
<tr>
<th>N=1000</th>
<th>Infeasible</th>
<th>Conventional</th>
<th>Sieve ML</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\gamma$</td>
<td>$\theta$</td>
<td>$\lambda$</td>
</tr>
<tr>
<td>True</td>
<td>-0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>DGP IV:</td>
<td>Mean:</td>
<td>-0.501</td>
<td>0.500</td>
</tr>
<tr>
<td></td>
<td>Std. dev.:</td>
<td>0.015</td>
<td>0.016</td>
</tr>
<tr>
<td></td>
<td>RMSE:</td>
<td>0.015</td>
<td>0.016</td>
</tr>
<tr>
<td>DGP V:</td>
<td>Mean:</td>
<td>-0.500</td>
<td>0.499</td>
</tr>
<tr>
<td></td>
<td>Std. dev.:</td>
<td>0.015</td>
<td>0.014</td>
</tr>
<tr>
<td></td>
<td>RMSE:</td>
<td>0.015</td>
<td>0.014</td>
</tr>
<tr>
<td>DGP VI:</td>
<td>Mean:</td>
<td>-0.502</td>
<td>0.499</td>
</tr>
<tr>
<td></td>
<td>Std. dev.:</td>
<td>0.013</td>
<td>0.017</td>
</tr>
<tr>
<td></td>
<td>RMSE:</td>
<td>0.013</td>
<td>0.016</td>
</tr>
</tbody>
</table>

Note: Standard deviations of the parameters are computed by the standard deviation of the estimates across 150 simulations.
### Table 16: Simulation of the State Dependence in Four-Period Dynamic Count Models

<table>
<thead>
<tr>
<th>N=500</th>
<th>Infeasible Estimator</th>
<th>Conventional Estimator</th>
<th>Sieve ML Estimator</th>
</tr>
</thead>
<tbody>
<tr>
<td>DGP IV:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.130</td>
<td>-0.133</td>
<td>-0.119</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.003</td>
<td>0.008</td>
<td>0.030</td>
</tr>
<tr>
<td>RMSE</td>
<td>–</td>
<td>0.010</td>
<td>0.031</td>
</tr>
<tr>
<td>DGP V:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.129</td>
<td>-0.133</td>
<td>-0.120</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.003</td>
<td>0.007</td>
<td>0.025</td>
</tr>
<tr>
<td>RMSE</td>
<td>–</td>
<td>0.009</td>
<td>0.027</td>
</tr>
<tr>
<td>DGP VI:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.119</td>
<td>-0.123</td>
<td>-0.117</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.003</td>
<td>0.007</td>
<td>0.030</td>
</tr>
<tr>
<td>RMSE</td>
<td>–</td>
<td>0.009</td>
<td>0.030</td>
</tr>
</tbody>
</table>

Note: Standard deviations of the parameters are computed by the standard deviation of the estimates across 150 simulations.

### Table 17: Simulation of the State Dependence in Four-Period Dynamic Count Models

<table>
<thead>
<tr>
<th>N=1000</th>
<th>Infeasible Estimator</th>
<th>Conventional Estimator</th>
<th>Sieve ML Estimator</th>
</tr>
</thead>
<tbody>
<tr>
<td>DGP IV:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.130</td>
<td>-0.132</td>
<td>-0.142</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.002</td>
<td>0.005</td>
<td>0.022</td>
</tr>
<tr>
<td>RMSE</td>
<td>–</td>
<td>0.007</td>
<td>0.025</td>
</tr>
<tr>
<td>DGP V:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.129</td>
<td>-0.132</td>
<td>-0.134</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.002</td>
<td>0.005</td>
<td>0.024</td>
</tr>
<tr>
<td>RMSE</td>
<td>–</td>
<td>0.008</td>
<td>0.024</td>
</tr>
<tr>
<td>DGP VI:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.119</td>
<td>-0.123</td>
<td>-0.137</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.002</td>
<td>0.005</td>
<td>0.023</td>
</tr>
<tr>
<td>RMSE</td>
<td>–</td>
<td>0.008</td>
<td>0.029</td>
</tr>
</tbody>
</table>

Note: Standard deviations of the parameters are computed by the standard deviation of the estimates across 150 simulations.
| DGP IV: | 0.253 | 0.780 | 0.213 | 0.060 |
| DGP V: | 0.407 | 0.800 | 0.260 | 0.067 |
| DGP VI: | 0.387 | 0.800 | 0.247 | 0.087 |

Note: The p-values of 0.05 of Chi-distributions for static models and dynamic models are 5.991 and 7.815 respectively. Empirical size refers to the fraction of rejections when using these values as the critical values.